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1. Introduction

In this paper we consider the extinction probability of multitype branching processes in random
environments {Z𝑛}∞𝑛=1, formally defined starting in Section 1.5. Our main theorem (Theorem 4.4) states
that, under mild conditions, the positivity of the Lyapunov exponent corresponding to the expectation
matrices determines the positivity of the survival probability. Similar results had already been established
(see the next subsection), we extend the scope of these results and show an application in fractal geometry,
where the extension we give is necessary.

Informally, a branching process is:

• multitype if each individual has a type and the type determines the distribution according to which
it gives birth to different types of individuals;
• temporally non-homogeneous or in varying environment if we allow the offspring distribution to

change over time in a predefined deterministic manner; and
• in a random environment if the temporal non-homogeneity is non-deterministic.

More precisely, let 𝑁 ≥ 2 (the number of types) and assume we are given a stationary ergodic sequence
{𝜃𝑛}𝑛≥1 of random variables called the environmental sequence. For the definition and properties of a
stationary ergodic sequence see (Karlin and Taylor, 1975, Chapter 9.5.). For almost every realization, we
consider the associated sequence of 𝑁-dimensional vectors of 𝑁-variate probability generating functions
(pgf s) {

f𝜃𝑛 (s) =
(
𝑓
(0)
𝜃𝑛
(s), . . . , 𝑓 (𝑁−1)

𝜃𝑛
(s)

)}
𝑛≥1

.
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The 𝑖-th component 𝑓 (𝑖)
𝜃𝑛
(s) of f𝜃𝑛 (s) is

𝑓
(𝑖)
𝜃𝑛
(s) =

∑︁
j∈N𝑁

0

𝑓
(𝑖)
𝜃𝑛
[j] ·

𝑁−1∏
𝑘=0

𝑠
𝑗𝑘
𝑘

for s = (𝑠0, . . . , 𝑠𝑁−1) ∈ [0,1]𝑁 , j = ( 𝑗0, . . . , 𝑗𝑁−1)

where 𝑓
(𝑖)
𝜃𝑛
[j] is the probability that a level 𝑛 − 1 individual of type 𝑖 gives birth to 𝑗𝑘 individuals of

type 𝑘 in environment 𝜃𝑛.
If we condition on a realization 𝜃𝜃𝜃 = (𝜃𝑛)𝑛≥1 of the environmental process then{

Z𝑛 (𝜃𝜃𝜃) =
(
𝑍
(0)
𝑛 (𝜃𝜃𝜃), . . . , 𝑍 (𝑁−1)

𝑛 (𝜃𝜃𝜃)
)}∞
𝑛=1

behaves like an 𝑁-dimensional temporally non-homogeneous branching process, where 𝑍 (𝑖)𝑛 (𝜃𝜃𝜃) is
the number of type 𝑖 individuals in the 𝑛-th generation in environment 𝜃𝜃𝜃. In this way the offspring
distribution of a type 𝑖 individual in the 𝑛-th generation is given by the pgf 𝑓 (𝑖)

𝜃𝑛+1
. For a 𝜃𝑛 we consider

the (𝑁 × 𝑁) expectation matrix M𝜃𝑛 ,

M𝜃𝑛 (𝑖, 𝑗) :=
𝜕 𝑓
(𝑖)
𝜃𝑛

𝜕𝑠 𝑗
(1),

where 1 ∈ R𝑁 is the vector with all components equal to 1. For a non-negative matrix M let ∥M∥
denote the sum of all of its elements. The Lyapunov exponent corresponding to the matrices and the
environmental sequence is

𝜆 := lim
𝑛→∞

1
𝑛

log ∥M𝜃1 · · ·M𝜃𝑛 ∥,

where the limit exists and is the same constant for almost all (𝜃𝑛)𝑛≥1, see Appendix C for more details.

1.1. Our result in a special case

In the special case where 𝜃𝜃𝜃 = (𝜃𝑛)𝑛≥1 is a stationary ergodic process over a finite alphabet, our result
implies the following:

Theorem 1.1. Assume that

(a) 𝜃𝜃𝜃 = (𝜃𝑛)𝑛≥1 is a stationary ergodic process over a finite alphabet [𝐿] := {0, . . . , 𝐿 − 1}.
(b) For every 𝜃 ∈ [𝐿] the expectation matrix M𝜃 is allowable, i.e. it contains a strictly positive

number in each row and column.
(c) There exists an 𝑛 and a (𝜃1, . . . , 𝜃𝑛) ∈ [𝐿]𝑛 such that all elements of the product matrix

M𝜃1 · · ·M𝜃𝑛 are strictly positive.

(d) There exists a 𝐾 <∞ such that for every 𝜃 ∈ [𝐿] and 𝑖, 𝑗 , 𝑘 ∈ [𝑁], 𝜕
2 𝑓
(𝑘)
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(1) < 𝐾 .

Under these conditions we have:

1. If 𝜆 > 0 then in almost every environment 𝜃𝜃𝜃, starting with a single individual of arbitrary type, the
process Z𝑛 (𝜃𝜃𝜃) does not die out with positive probability. Moreover, lim𝑛→∞ 𝑛−1 log(∥Z𝑛∥) = 𝜆,
conditioned on the process does not die out.
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2. If 𝜆 < 0 then in almost every environment 𝜃𝜃𝜃, starting with a single individual of arbitrary type, the
process Z𝑛 (𝜃𝜃𝜃) dies out almost surely.

3. If 𝜆 = 0 and with positive probability we can find 𝜃 such that for every type 𝑖 the probability
that a type 𝑖 individual gives birth to only 0 or 1 child is less than 1 (i.e. for all 𝑖 𝑓 (𝑖)

𝜃
[0] +∑

𝑗∈[𝑁 ] 𝑓
(𝑖)
𝜃
[e 𝑗 ] < 1) then starting with a single individual of arbitrary type, the process Z𝑛 (𝜃𝜃𝜃)

dies out almost surely.

In the text, the proof of part 1 is given in Corollary 4.6 and 4.10, for the proof of part 2 and part 3 see
Corollary 4.9 and Lemma 4.8.

1.2. Corresponding literature

For a recent and detailed survey about MBPREs see Vatutin and Dyakonova (2021). For the convenience
of the reader we give a short description of the literature here as well. The extinction problem for
MBPREs was investigated in (Athreya and Karlin, 1971, Theorem 8). They proved that under some
conditions in almost every environment:

𝜆 < 0 =⇒ almost sure extinction, and 𝜆 > 0 =⇒ survival with positive probability. (1.1)

The conditions of (Athreya and Karlin, 1971, Theorem 8) include the assumption that for every 𝜃 and
𝑖, 𝑗 we have M𝜃 (𝑖, 𝑗) > 0. In the same year in Weissner (1971) and later in Tanny (1981) this assumption
was weakend—they required that there exists a 𝑘 such that for all 𝜃1, . . . , 𝜃𝑘 of positive probability the
corresponding product of the expectation matrices is strictly positive, i.e.

∃𝑘, ∀𝜃1, . . . , 𝜃𝑘 with 𝜈(𝜃1, . . . , 𝜃𝑘) > 0, ∀𝑖, 𝑗 : (M𝜃1 · · ·M𝜃𝑘 ) (𝑖, 𝑗) > 0, (1.2)

where 𝜈 is the distribution of the environmental sequence (see Definition 2.5). This condition always
fails in the case that at least one of the matrices is triangular and the environment is an i.i.d. sequence
(assuming that every letter has positive probability). In particular this happens in our motivating example
described in Section 1.3. In this note we weaken the positivity assumptions. More precisely, we assume
that

• each of the expectation matrices is “uniformly” allowable (see Definition 4.1, which always holds
when we assume that the underlying alphabet is finite, and all of our matrices have a strictly positive
element in every row and every column) and
• we require (Cf. (1.2))

∃𝑘, ∃𝜃1, . . . , 𝜃𝑘 with 𝜈(𝜃1, . . . , 𝜃𝑘) > 0, ∀𝑖, 𝑗 : (M𝜃1 · · ·M𝜃𝑘 ) (𝑖, 𝑗) > 0. (1.3)

1.3. Application to random self-similar sets

Our motivation to consider multitype branching processes in random environments (MBPREs) comes
from the theory of random self-similar sets. These sets are generalizations of the Mandelbrot percolation
(or fractal percolation) set in a sense that we run a similar random process on the cylinder sets of a
𝑑-simensional self-similar IFS, the IFS is usually denoted by S and the probability parameter is denoted
by 𝑝. See subsection Random Sierpiński carpet below for a more detailed explanation. In the application
of MBPREs to random self-similar sets in most natural cases the finite set of induced expectation
matrices contain triangular matrices. Hence, the positivity conditions of the already existing results are
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not satisfied. Namely, no power of a triangular matrix is strictly positive. We present this application on
a concrete example: the 45-degree projection of the random Sierpiński carpet. Many other examples of
random self-similar sets for which the theory has been applied can be found in Orgoványi and Simon
(2024).

The positivity of Lebesgue measure of this projection depends on the extinction probability of a
corresponding multitype branching processes in finitely generated random environment (where at each
step we choose the driving distribution from the same finite family of distributions uniformly and
independently). The survival of these type of multitype branching processes is addressed in Theorem 1.1
1. The explanations corresponding to this connection between the Lebesgue measure of the projection
of the random Sierpiński carpet and an MBPRE given in this section are heuristic, their purpose is to
enlighten the underlying ideas. Eventually the connection between MBPREs and random self-similar
sets and the numerical estimation of the Lyapunov exponent for the expectation matrices done by
Pollicott and Vytnova leads to the following proposition, which in more detail is repeated at the end of
this section. Here 𝑝 denotes the probability parameter of the random system.

Proposition 1.2. There exists a 𝑝∗ ∈ [0.3745 . . . ,0.386 . . . ] such that the 45-degree projection of the
random Sierpiński carpet has positive Lebesgue measure almost surely conditioned on non-extinction if
and only if 𝑝 > 𝑝∗.

The random Sierpiński carpet was introduced in (Dekking and Meester, 1990, Example 1.1), projec-
tions of similar random constructions have been studied, for example in Falconer (1989) and Falconer
and Grimmett (1992) and in particular positivity of Lebesgue measure of projections (only onto the
coordinate axes, which require a different treatment) of such sets has been considered in Dekking and
Grimmet (1988). The size (existence of interior points and positivity of Lebesgue measure) of algebraic
differences of 1-dimensional random Cantor sets has been investigated in for example Dekking and
Simon (2008), Móra, Simon and Solomyak (2009).

Deterministic Sierpiński carpet

The deterministic Sierpiński carpet is the attractor of the iterated function system (IFS)

S =

{
𝑆𝑖 (x) =

1
3

x + t𝑖
}7

𝑖=0
,

of finitely many contracting maps in R2, where {𝑡𝑖}7𝑖=0 is an enumeration of the set {0,1/3,2/3}2 \
{1/3,1/3} . For the first level approximation, see Figure 1a. For more details on iterated function systems
see Bárány, Simon and Solomyak (2023).

Random Sierpiński carpet

Now we give an informal description of how to obtain the random Sierpiński carpet. First, we fix a
probability parameter 𝑝 ∈ [0,1]. In a given square we repeat the following two steps:

• We subdivide the square into 9 congruent subsquares and discard the middle one to achieve the
first level approximation of the deterministic Sierpiński carpet. (For the first level approximation of
the deterministic Sierpiński carpet see Figure 1a.)
• Each of the remaining 8 congruent squares is retained with probability 𝑝 and discarded with

probability 1− 𝑝 independently of each other. (For a possible realization of this step see Figure 1b).
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(a) Sierpiński carpet. (b) Realization (level 1). (c) Realization (level 2).

Figure 1

(a) Upper and lower triangle. (b) Types and columns. (c) Zeroth columns.

Figure 2

We start with the [0,1]2 unit square, and repeat the above-described process in the retained cubes
independently of each other ad infinitum, or until there are no cubes left. For a realization of a level 2
approximation see Figure 1c. Formally the construction is defined for example in (Orgoványi and Simon,
2023, Definition 1.1).

Projection and multitype branching processes in random environments

Here we give an informal description of how to obtain the MBPRE corresponding to the 45-degree
projection of the random Sierpiński carpet. To investigate the 45-degree projection of the random
Sierpiński carpet instead of analyzing the birth and death processes in squares, it is more practical to
subdivide the square into two triangles as shown in Figure 2a for the level zeroth and 2b for the level
1 triangles (in the deterministic Sierpiński case, before the randomization) and analyze the process in
terms of triangles. This strategy can be familiar from for example Dekking and Simon (2008) and Móra,
Simon and Solomyak (2009). We begin by identifying the types and the environments.

Consider the two level 0 triangles,𝑈 (as upper) and 𝐿 (as lower) shown in Figure 2a. These are the
prototypes of the two type 𝔘 and 𝔏. Every triangle that will occur in the process is of type 𝔘 or type
𝔏. Upper facing triangles are of type 𝔘 and lower facing triangles are of 𝔏. (More precisely, upper
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and lower facing triangles are the rescaled and translated version of the level 0 triangles, 𝑈 and 𝐿
respectively.)

The 6 level 1 columns are the stripes which are bounded by 2 consecutive of the 7 45-degree lines
going through the vertices (the lines are the thicker lines of Figure 2b). We number these columns
according to Figure 2c.

The columns are the building blocks of the environments. In level 1, both level 0 triangles (𝑈 and
𝐿) are subdivided into 3 columns, containing 1/3-rd smaller upper and lower facing triangles (Figure
2b), numbered as shown in Figure 2c. For each level 1 triangle we consider the corresponding level 2
sub-columns in an analogous way—the lines defining the level 2 columns (for the level 1 upper and
lower triangles in the framed area) are drawn with thinner lines on Figure 2b. In levels deeper than
the zeroth the upper and lower triangles in a given column are always positioned in a way, that their
sub-columns pairwise coincide, as shown in Figure 2b; for example here on Figure 2b inside the red
dotted area a level 1 upper and a level 1 lower triangle is visible, considering their next-level columns, it
is clear that these column-boundaries coincide. For this reason hence we pair the 3 sub-columns of the
upper and the 3 sub-columns of the lower triangle already in level 0, in the way that the corresponding
column boundaries coincide. The result is 3 pairs of columns which we identify with the numbers 0, 1, 2
as depicted in Figure 2c. Inside a level 𝑛 column-pair we again have 3 column-pairs. The environment
is an infinite sequence of column-pairs, eventually determining exactly two sections: one in the zeroth
level𝑈 and one in the zeroth level 𝐿 triangle. This particular numbering comes handy, because if we
rescale the projection to [0, 2] then the projection of the level 0𝑈 and 𝐿 triangles are the intervals [0, 1]
and [1,2] respectively, inside which the environmental sequence gives the triadic code of the point.

For example, in the randomized case in Figure 2c the zeroth column in a particular realization is
highlighted. The particular realization is the first level of a random Sierpiński carpet from Figure 1b
which we further inspect now using Figure 2c. We focus on the number 0 column-pair. The level-1
type 𝔘 triangle contains one level-2 type 𝔘 with probability 𝑝 (this is the case in this realization), and
nothing with probability 1 − 𝑝. The number 0 column of the level 0 type 𝔏 triangle, however, contains
two level 1 type 𝔘 and one level 1 type 𝔏 triangle in this realization. Here the number of type 𝔘 and 𝔏

triangles both follows a binomial distribution with parameters 2 and 𝑝.
Wherever we are in the process in a number 0 column the expected number of level 𝑛 + 1 type

𝔘 triangles in one retained level 𝑛 type 𝔘 triangle is 𝑝. The expected number of level 𝑛 + 1 type 𝔏

triangles and of level 𝑛 + 1 type 𝔘 triangles in a retained level 𝑛 type 𝔏 triangle are both 2𝑝. We use the
terminology that a level 𝑛 + 1 triangle is the child of the level 𝑛 triangle containing it (and the containing
triangle is the parent). We summarize the above information in an expectation matrix, indexed with zero
to denote that we are in the number 0 column-pair,

M0 = 𝑝

[
1 0
2 2

]
in which the first row corresponds to the parent type 𝔘, while the second to the parent type 𝔏 triangle,
and the columns of the matrix correspond to the number of children of type 𝔘 and 𝔏. For example the
first element of the second row gives the expected number of child type 𝔘 triangles given birth by a type
𝔏 triangle.

The expectation matrices corresponding to the other two columns are

M1 = 𝑝

[
2 1
1 2

]
, M2 = 𝑝

[
2 2
0 1

]
.

When the survival probability of the MBPRE, informally described above (with two types: 𝔘 and
𝔏, and environments described by infinite sequences of the three column-pairs numbered by 0,1,2),
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is positive then the Lebesgue measure of the 45-degree projection of the Sierpiński carpet is also
positive (almost surely conditioned on the set being non-empty). The assumptions of Theorem 1.1 are
satisfied: the environmental process (uniform and i.i.d. over the alphabet [2]) is stationary and ergodic,
the expectation matrices are allowable, M1 is strictly positive, and assumption (d) is trivial. It is also
clear, that for all 𝑛 ∈ N, we have M𝑛

0 (1,2) = 0. Therefore, condition (1.2) does not hold and the results
preceding this paper are not applicable. The Lyapunov exponent (𝜆) in this case is estimated by Pollicott
and Vytnova (based on personal communication in 2023, and can be found in Pollicott (2023)) to be
0.953+ log(𝑝) < 𝜆 < 0.982+ log(𝑝). We present the following proposition, which summarizes the usage
of these theorems to the random Sierpiński carpet, without proof. A precise exposition of the connection
between the geometry and the branching process, as well as the proof of an analogous statement for a
broader class of random self similar sets is given in (Orgoványi and Simon, 2024, Theorem 3.4.).

Proposition 1.3 (Application of the result to the random Sierpiński carpet). Let 𝑝 ∈ [0,1] and let
M0,M1,M2 be the expectation matrices defined above. Then the 45-degree projection of the random
Sierpiński carpet has positive Lebesgue measure almost surely conditioned on non-extinction for a
given parameter 𝑝 if and only if the corresponding MBPRE in a uniform environment does not die
out with positive probability if and only if the Lyapunov exponent 𝜆, corresponding to the uniform
{1/3,1/3,1/3}N measure on [2]N is positive.

Hence, by the above estimation of Pollicott and Vytnova there exists a 𝑝∗ ∈ [0.3745 . . . ,0.386 . . . ]
such that the random Sierpiński carpet has positive Lebesgue measure almost surely conditioned on
non-extinction if and only if 𝑝 > 𝑝∗.

Note that it is well known that the Hausdorff dimension of the random Sierpiński carpet is
log(8𝑝)/log(3) almost surely conditioned on the set being non-empty. Combining this with the above
we get that there exists an interval of 𝑝-s so that the dimension of the set is already exceeds 1 (i.e.
𝑝 > 0.375); however, the projection has 0 Lebesgue measure.

1.4. Structure of the paper

For the remainder of this section, we introduce the notation that we will use throughout this paper. Then,
in the second section, we define the multitype branching process in varying and in random environments,
and we state our main results precisely. The remainder of the paper is devoted to the proof of the main
theorem.

Our introduction of multitype branching processes in a random environment in Sections 1.5-2.2
follows closely that of (Kersting and Vatutin, 2017, Chapter 10) with slight modifications in the notation.

1.5. Notation

For 𝑘 > 0, define [𝑘] := {0, . . . , 𝑘 − 1}. We denote the vectors and matrices by boldface letters; in
particular

0 := (0, . . . ,0) 1 := (1, . . . ,1) and e𝑖 := (0, . . . ,0︸  ︷︷  ︸
𝑖

,1,0, . . . ,0︸  ︷︷  ︸
𝑁−𝑖−1

).
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For two 𝑁-dimensional vectors u = (𝑢0, . . . , 𝑢𝑁−1) and v = (𝑣0, . . . , 𝑣𝑁−1) and the 𝑁 × 𝑁 matrices
U = (𝑢𝑖, 𝑗 )𝑖, 𝑗∈[𝑁 ] and V = (𝑢𝑖, 𝑗 )𝑖, 𝑗∈[𝑁 ] let

u · v := 𝑢0𝑣0 + · · · + 𝑢𝑁−1𝑣𝑁−1, uv =
𝑁−1∏
𝑖=0

𝑢
𝑣𝑖
𝑖

and (1.4)

u ≤ v
U ≤ V if and only if

𝑢𝑖 ≤ 𝑣𝑖
𝑢𝑖, 𝑗 ≤ 𝑣𝑖, 𝑗

for all 𝑖, 𝑗 ∈ [𝑁] . (1.5)

We further use the strict equality version of (1.5), when all ≤ is replaced with <. Given the functions
f = ( 𝑓 (0) , . . . , 𝑓 (𝑁−1) ), {f𝑖 = ( 𝑓 (0)𝑖

, . . . , 𝑓
(𝑁−1)
𝑖

)}𝑖∈I and f, f𝑖 : R𝑁 → R𝑁 and 𝑔 : R𝑁 → R for some
𝑁 ∈ N we write

• for 𝐾 ∈ N, 𝐾 ≥ 0 let 𝑔𝐾 be the product of 𝑔 with itself 𝐾 times and
• for 0 ≤ K = (𝐾0, . . . , 𝐾𝑁−1) ∈ N𝑁 let f𝐾 = ( 𝑓 (0) )𝐾0 . . . ( 𝑓 (𝑁−1) )𝐾𝑁−1 ;
• for 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛) ∈ I𝑛 we write f𝜃𝜃𝜃 := f𝜃1 ◦ · · · ◦ f𝜃𝑛 .

The convention throughout the paper is to denote vectors and matrices by boldface letters, infinite vectors
are also overlined to be distinguishable from finite vectors. Some further notation we use throughout the
paper, and the place of the first occurrence:

symbol explanation link

A 𝑁 × 𝑁 non-negative, allowable matrices Sec. 3

𝜆
Lyapunov exponent corresponding to the expectation matrices and the
ergodic measure 𝜈

Def.
3.2

𝜆∗
column-sum exponent corresponding to the expectation matrices and the
ergodic measure 𝜈

Def.
3.3

𝛼 the uniform allowability constant (4.1)

M𝜃 expectation matrix in the environment 𝜃 (2.7)

A𝜃 , 𝜌 A𝜃 is the 𝜌-decreased expectation matrix (5.1)

𝔚,𝔚𝜃,𝑘
{
(𝑘, 𝑖, 𝜃) ∈ [𝑁]2 × I : M𝜃 (𝑘, 𝑖) > 0

}
and {𝑖 ∈ [𝑁] : (𝑘, 𝑖, 𝜃) ∈𝔚}

𝑡
(𝑘 )
𝜃
(s) 1 − r𝑘 (M𝜃 ) · (1 − s) (5.6)

r𝑘 (B), c𝑘 (B) the 𝑘-th row and column vector of a matrix B, respectively

𝑔
(𝑘 )
𝜃
(s), g𝜃 (s) 1 − r𝑘 (A𝜃 ) · (1 − s) and (𝑔 (0)

𝜃
(s), . . . , 𝑔 (𝑁−1)

𝜃
(s))=1 −A𝜃 (1 − s) resp. (5.4)

𝐵𝛿 {s ∈ [0,1]𝑁 : ∥1 − s∥∞ ≤ 𝛿} (5.7)

𝜓(s) (5.9)

𝑅(𝑡), 𝑅𝐶 (𝑡) {s ∈ [0,1]𝑁 : ∥s∥ < 𝑡} and {s ∈ [0,1]𝑁 : ∥s∥ ≥ 𝑡} resp. (5.11)

𝜑𝑤 (𝑡) 𝑁 − 𝑁𝑤 + 𝑤𝑡 (5.15)

𝑞 (𝑘 ) (𝜃𝜃𝜃), q(𝜃𝜃𝜃) the probability that the process starting with one individual of type-𝑘
becomes extinct, and the vector of these, (𝑞 (𝑘 ) (𝜃𝜃𝜃))𝑘∈[𝑁 ] resp. (2.9)
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2. Introduction to multitype branching processes

We now introduce some preliminary notation regarding the 𝑁-type branching process for 𝑁 ≥ 2. Denote
by P(N𝑁0 ) the probability distributions on N𝑁0 . Furthermore, we identify the distributions in P(N𝑁0 )
with their probability generating functions (pgfs) 𝑓 . That is, the pgf 𝑓 corresponding to the distribution
𝑓 ∈ P

(
N𝑁0

)
is denoted by:

𝑓 (s) :=
∑︁

z∈N𝑁
0

𝑓 [z]sz, for s ∈ [0,1]𝑁 , (2.1)

where 𝑓 [z] is the probability of {z}, for z = (𝑧0, . . . , 𝑧𝑁−1) ∈ N𝑁0 . Throughout the paper we will only
use this notation to pgfs, we will not consider the density or the cumulative distribution function.

We consider the 𝑁-dimensional vectors of probability measures which are identified by the vectors of
their pgf

f =
(
𝑓 (0) , . . . , 𝑓 (𝑁−1)

)
∈ P(N𝑁0 ) × · · · × P(N

𝑁
0 ) = P

𝑁 (N𝑁0 ). (2.2)

2.1. Multitype branching processes in varying environments

On the underlying probability space (Ω,F ,P) we define the 𝑁-type branching process in varying
environment for an 𝑁 ≥ 2.

Definition 2.1. A sequence v = (f1, f2, . . . ), of 𝑁-dimensional probability measures f𝑛 = ( 𝑓 (0)𝑛 , . . . ,

𝑓
(𝑁−1)
𝑛 ) on N𝑁0 is called a varying environment.

2.1.1. Alternative description of the process

Assume that we are given a varying environment v = (f𝑛)𝑛≥1 of 𝑁-dimensional probability measures.
For each 𝑖 ∈ [𝑁] and 𝑛 ≥ 1 there is an offspring vector random variable

Y(𝑖)𝑛 =

(
𝑌
(𝑖)
𝑛 (0), . . . ,𝑌 (𝑖)𝑛 (𝑁 − 1)

)
such that

P
(
Y(𝑖)𝑛 = y

)
= 𝑓
(𝑖)
𝑛 [y], for every y ∈ N𝑁0 .

Now we define {Z𝑛}𝑛≥0 the N-type branching process in the varying environment v. We start at
level 0, where the number of different types of individuals is deterministic and is given by z0 :=
(𝑧 (0)0 , . . . , 𝑧

(𝑁−1)
0 ), that is Z0 := z0. The 𝑛-th element of the process is the vector random variable

Z𝑛 = (𝑍 (0)𝑛 , . . . , 𝑍
(𝑁−1)
𝑛 ), where 𝑍 (𝑖)𝑛 is the number of level 𝑛 individuals of type 𝑖. Given Z0, . . . ,Z𝑛−1

we define Z𝑛 as follows.
We consider the sequence of vector random variables{

Y(𝑖)
𝑗 ,𝑛

=

(
𝑌
(𝑖)
𝑗 ,𝑛
(0), . . .𝑌 (𝑖)

𝑗 ,𝑛
(𝑁 − 1)

)
: 𝑖 ∈ [𝑁], 𝑗 ∈ {1, . . . ,Z(𝑖)

𝑛−1}
}
,

(a)
{
Y(𝑖)
𝑗 ,𝑛

}
𝑖, 𝑗

are independent of each other and Z𝑛−1, and

(b) Y(𝑖)
𝑗 ,𝑛

𝑑
= Y(𝑖)𝑛 .
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Informally the meaning of the ℓ-th component, 𝑌 (𝑖)
𝑗 ,𝑛
(ℓ) of Y(𝑖)

𝑗 ,𝑛
is the number of type ℓ children of

the 𝑗-th individual of type 𝑖 in the 𝑛 − 1-th generation. Then the vector of the numbers of various type
level-𝑛 individuals is

Z𝑛 =
(
𝑍
(0)
𝑛 , . . . , 𝑍

(𝑁−1)
𝑛

)
:=
𝑁−1∑︁
𝑖=0

𝑍
(𝑖)
𝑛−1∑︁
𝑗=1

Y(𝑖)
𝑗 ,𝑛
, (2.3)

where recall that 𝑍 (𝑖)𝑛 stands for the number of type 𝑖 individuals in the 𝑛-th generation.

Definition 2.2. Formally, the stochastic processZ = {Z𝑛}𝑛≥0 is called 𝑁-type branching process with
varying environment v if for any z ∈ N𝑁0

Pz0 ,v (Z𝑛 = z|Z1, . . . ,Z𝑛−1) =
(
fZ𝑛−1
𝑛

)
[z],

where we write Pz0 ,v instead of P to emphasize the initial population size z0 and the fixed (deterministic)
environment v.

The inductive description above and the description using pgfs are connected by Fact B.1 in Appendix
B.

2.2. Multitype branching processes in a random environment

In this section we describe the generalization of the above process, by instead of considering a fixed
deterministic environment we consider random environments. Conditioning on the environment, the
process behaves as a multitype branching process in a varying environment. We endow P𝑁 (N𝑁0 ) with
the metric of total variation (see (Kersting and Vatutin, 2017, p. 260)) and with the respective Borel
𝜎-algebra. Hence, we can speak about random 𝑁-dimensional probability measures. These are random
variables taking values in P𝑁 (N𝑁0 ) of the form

F =

(
𝐹 (0) , . . . , 𝐹 (𝑁−1)

)
,

where the components are the pgfs

𝐹 (𝑖) (s) :=
∑︁

z∈N𝑁
0

𝐹 (𝑖) [z]sz, 𝑖 ∈ [𝑁] . (2.4)

Definition 2.3. A random environment is a sequenceVVV = (F𝑛)𝑛≥1 of 𝑁-dimensional random probability
measures taking values in P𝑁 (N𝑁0 ).

Now we introduce multitype branching processes Z in random environments as follows: first we
consider a random environmentVVV = (F𝑛)𝑛≥1. For a realization v = (f𝑛)𝑛≥1 =

(
( 𝑓 (0)𝑛 , . . . , 𝑓

(𝑁−1)
𝑛 )

)
𝑛≥1

of VVV, Z evolves as an 𝑁-dimensional temporally non-homogeneous branching process, where the
offspring distribution of a type 𝑖 individual on the 𝑛 − 1-th generation is governed by 𝑓

(𝑖)
𝑛 (·).
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Definition 2.4 (MBPRE). We say that the processZ =

(
Z𝑛 = (𝑍 (0)𝑛 , . . . , 𝑍

(𝑁−1)
𝑛 )

)
𝑛∈N0

taking values

in N𝑁0 is a multitype (𝑁-type) branching process in the random environmentVVV = (F𝑛)𝑛≥1 (MBPRE) if
for each realization v = (f𝑛)𝑛≥1 ofVVV and for each z0, z1, . . . , z𝑘 ∈ N𝑁0

P
(
Z1 = z1, . . . ,Z𝑘 = z𝑘 |Z0 = z0,VVV = v

)
= Pz0 ,v (Z1 = z1, . . . ,Z𝑘 = z𝑘) a.s.,

where Pz,v denotes the probability measure corresponding to the 𝑁-type branching process in vary-
ing environment v with initial distribution Z0 = z. We write P (·) and E (·) for the probabilities and
expectations in random environments.

From this it follows that for each realization v = (f𝑛)𝑛≥1 and z, z0 ∈ N𝑁0

P
(
Z𝑛 = z|Z0 = z0,Z1 = z1, . . . ,Z𝑛−1 = z𝑛−1,𝑉𝑉𝑉 = v

)
=

(
fZ𝑛−1
𝑛

)
[z] a.s. (2.5)

from which we can conclude, that

E
(
sZ𝑛 |Z0 = z0,VVV = v

)
= f1 (f2 (· · · (f𝑛 (s)) · · · ))z0 . (2.6)

2.3. Our principal assumptions

From now on we restrict ourselves to the case when the environment is coming from the infinite product
of a countable set of distributions from P𝑁 (N𝑁0 ).

Namely, fix a countable set {f𝑛}𝑛∈I , f𝑛 ∈ P𝑁 (N𝑁0 ) indexed by the set I. This is the set of possible
values of F𝑛. In this way, the random environment VVV is a random variable which takes values in
{f𝑖 , 𝑖 ∈ I}N.

It is more convenient to identify the environments with their “code” from IN, and refer to the code
instead. Namely, we define the map

Φ : {f𝑛, 𝑛 ∈ I}N→IN = Σ, Φ
(
f𝜃1 , f𝜃2 , . . .

)
:= (𝜃1, 𝜃2, . . . ).

Definition 2.5. The probability space (Σ,A, 𝜈) with the shift map 𝜎 is defined as

(a) Σ = IN,
(b) A is the usual 𝜎-algebra on Σ,
(c) 𝜈 := Φ∗𝔪, where 𝔪 is the distribution of the environmental variable, VVV. That is 𝜈(𝐻) =

𝔪(Φ−1𝐻), for any Borel set 𝐻 ⊂ Σ;
(d) and for 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) ∈ Σ, 𝜎(𝜃𝜃𝜃) := (𝜃2, 𝜃3, . . . ).

We will refer to an environment as 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) ∈ Σ instead of (f𝜃1 , f𝜃2 , . . . ), and we write Z𝑛 (𝜃𝜃𝜃)
for Z𝑛 in the environment 𝜃𝜃𝜃.

In our most important application we usually consider the following special case.

Example 2.6. When Σ = [𝐿]N for some 2 ≤ 𝐿 ∈ N and the environmental sequenceVVV is i.i.d. then we
have a probability vector p = (𝑝1, . . . , 𝑝𝐿−1) such that P(F𝑛 = f𝑘) = 𝑝𝑘 for all 𝑛 and 𝑘 ∈ [𝐿]. In this
case the infinite product measure 𝜈 = (𝑝0, . . . , 𝑝𝐿−1)N on Σ corresponds to the distribution ofVVV via the
identification Φ.
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From now on we always assume the following:

Principal Assumption I. The system (Σ,A, 𝜎, 𝜈) defined in Definition 2.5 is ergodic.

2.4. Expectation matrices and survival probabilities

2.4.1. Expectation matrices

We define the 𝑁 × 𝑁 expectation matrix corresponding to a fixed 𝜃 ∈ I as

M𝜃 (𝑖, 𝑘) =
𝜕 𝑓
(𝑖)
𝜃

𝜕𝑠𝑘
(1). (2.7)

In case the environment 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛, . . . ) is fixed using the notations of Section 2.1.1,

M𝜃𝑛 (𝑖, 𝑘) = E(𝑌
(𝑖)
𝑛 (𝑘)).

From this, using induction it follows that for any 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) ∈ Σ and 𝑛 ∈ N

E
[
Z𝑛 |VVV = 𝜃𝜃𝜃,Z0 = z0

]
= z𝑇0 M𝜃1 · · ·M𝜃𝑛 .

2.4.2. Survival probabilities

Fix 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) ∈ Σ. For every ℓ ∈ N we consider the pgf vector

f𝜃ℓ (s) =
(
𝑓
(0)
𝜃ℓ
(s), . . . , 𝑓 (𝑁−1)

𝜃ℓ
(s)

)
, where 𝑓 (𝑖)

𝜃ℓ
(s) =

∑︁
j∈N𝑁

0

𝑓
(𝑖)
𝜃ℓ
[j]sj.

Recall from the introduction that, for a j = ( 𝑗0, . . . , 𝑗𝑁−1) ∈ N𝑁0 , 𝑓 (𝑖)
𝜃ℓ
[j] is the probability that a level

ℓ − 1 individual of type 𝑖 gives birth to 𝑗1 individuals of type 1, . . . , and 𝑗𝑁 individuals of type 𝑁
simultaneously.

Applying (2.6) to z0 = e𝑖 gives that

E
[
sZ𝑛 | VVV = 𝜃𝜃𝜃,Z0 = e𝑖

]
= 𝑓
(𝑖)
𝜃𝜃𝜃 |𝑛
(s),

where for 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ), 𝜃𝜃𝜃 |𝑛 = (𝜃1, . . . , 𝜃𝑛): the vector containing the first 𝑛 letters of 𝜃𝜃𝜃. This implies
that

P
(
Z𝑛 = 0 | VVV = 𝜃𝜃𝜃,Z0 = e𝑖

)
= 𝑓
(𝑖)
𝜃𝜃𝜃 |𝑛
(0) = 𝑓

(𝑖)
𝜃1
(f𝜃2 ◦ · · · ◦ f𝜃𝑛 (0)). (2.8)

Let 𝑞 (𝑘 ) (𝜃𝜃𝜃) denote the probability that the process starting with one individual of type-𝑘 becomes
extinct, and

q(𝜃𝜃𝜃) = (𝑞 (0) (𝜃𝜃𝜃), . . . , 𝑞 (𝑁−1) (𝜃𝜃𝜃)). (2.9)

Further, we denote the level-𝑛 extinction probability by

𝑞
(𝑘 )
𝑛 (𝜃𝜃𝜃) = P(Z𝑛 (𝜃𝜃𝜃) = 0 | Z0 = e𝑘), and q𝑛 (𝜃𝜃𝜃) = (𝑞 (0)𝑛 (𝜃𝜃𝜃), . . . , 𝑞 (𝑁−1)

𝑛 (𝜃𝜃𝜃)). (2.10)
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Using (2.8) we obtain

q𝑛 (𝜃𝜃𝜃) = f
𝜃𝜃𝜃 |𝑛 (0). (2.11)

Hence,

q(𝜃𝜃𝜃) = lim
𝑛→∞

q𝑛 (𝜃𝜃𝜃) = lim
𝑛→∞

f
𝜃𝜃𝜃 |𝑛 (0). (2.12)

3. Lyapunov and column-sum exponent

For this and the following subsections we fix 𝑁 ≥ 2. We call a matrix allowable if it has at least one
strictly positive element in every row and in every column. Let A be the set of 𝑁 ×𝑁 allowable matrices
having only non-negative elements. For a B ∈ A we introduce the minimum and maximum column
sums:

(B)∗ = min
𝑗∈[𝑁 ]

∑︁
𝑖∈[𝑁 ]

B𝑖, 𝑗 , ∥B∥1 := max
𝑗∈[𝑁 ]

∑︁
𝑖∈[𝑁 ]

B𝑖, 𝑗 . (3.1)

Finally, we define the norm we will mainly use throughout the paper

∥B∥ :=
∑︁
𝑖∈[𝑁 ]

∑︁
𝑗∈[𝑁 ]

B𝑖, 𝑗 . (3.2)

For {B𝑖}𝑖∈I ⊂A and 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛) ∈ I𝑛 we denote

B𝜃𝜃𝜃 := B𝜃1 · · ·B𝜃𝑛 .

Definition 3.1 (Good set of matrices). Let B = {B𝑖}𝑖∈I ⊂A and let 𝜈 be an ergodic invariant measure
on (Σ,A, 𝜎), where Σ := IN. We say that B is good (with respect to 𝜈) if

1. 𝑚1 :=
∫
| log ∥B𝜃1 ∥1 | 𝑑𝜈(𝜃𝜃𝜃) +

∫
| log(B𝜃1 )∗ | 𝑑𝜈(𝜃𝜃𝜃) <∞;

2. There exists an 𝑛 ∈ N and 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛) ∈ I𝑛 such that 𝜈({𝜃𝜃𝜃 ∈ Σ : 𝜃𝜃𝜃 |𝑛 = 𝜃𝜃𝜃}) > 0 and every
element of B𝜃𝜃𝜃 is strictly positive.

Note that it follows from the fact that (B)∗ > 0 if B ∈A , that assumption (1) of Definition 3.1 always
holds when |I | <∞.

Now we define the Lyapunov exponent of a random matrix product.

Definition 3.2 (Lyapunov exponent). We are given an ergodic measure 𝜈 on (Σ, 𝜎) and a

B = {B𝑖}𝑖∈I ⊂A ,

which is good with respect to 𝜈. The Lyapunov-exponent corresponding to B and the ergodic measure 𝜈
is

𝜆 := 𝜆(𝜈,B) = lim
𝑛→∞

1
𝑛

log ∥B
𝜃𝜃𝜃 |𝑛 ∥ for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ.

The explanation about the existence of 𝜆 as defined above (independent of 𝜃𝜃𝜃) can be found in Appendix
C.

Using the super-multiplicativity of (·)∗ for non-negative allowable matrices (namely, if B1, . . . ,B𝑛 ∈
A then (B1 · · ·B𝑛)∗ ≥ (B1)∗ · · · (B𝑛)∗) it follows that we can define the analogue of the Lyapunov
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exponent for the minimal column sum, which we call the column-sum exponent. For more details see
again Appendix C.

Definition 3.3. The column-sum exponent corresponding to a good set of matrices, B = {B𝑖}𝑖∈I and an
ergodic measure 𝜈 is

𝜆∗ := 𝜆∗ (𝜈,B) = lim
𝑛→∞

1
𝑛

log
[
(B
𝜃𝜃𝜃 |𝑛 )∗

]
for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ. (3.3)

Below we give conditions under which 𝜆 = 𝜆∗.

Lemma 3.4. Let 𝜈 be an ergodic measure on (Σ, 𝜎). If B = {B𝑖}𝑖∈I ⊂A is good then

𝜆(𝜈,B) = 𝜆∗ (𝜈,B). (3.4)

Proof. The assertion follows from (Hennion, 1997, Theorem 2). For more details see Appendix A.

4. The main theorem: extinction probability for MBPRE
Before we state our theorem we define a condition.

Definition 4.1. We say that the MBPRE (see Definition 2.4) with 𝑁 types and type space I is uniformly
allowable if there exists an 𝛼 > 0 such that

inf


∑︁
𝑤𝑖≠0

w∈N𝑁
0

𝑓
(𝑘 )
𝜃
[w]; 𝜃 ∈ I, M𝜃 (𝑘, 𝑖) > 0, 𝑖, 𝑘 ∈ [𝑁]


> 𝛼. (4.1)

Remark 4.2. Even though we call this property uniform allowability, this property is stronger than an
actual uniform allowability condition would be. Namely, for each 𝜃 ∈ I; 𝑘, 𝑖 ∈ [𝑁] such that M𝜃 (𝑘, 𝑖) > 0
it holds that

M𝜃 (𝑘, 𝑖) =
𝜕 𝑓
(𝑘 )
𝜃

𝜕𝑠𝑖
(1) =

∑︁
w∈N𝑁

0

𝑓
(𝑘 )
𝜃
[w]𝑤𝑖1w =

∑︁
𝑤𝑖≠0

w∈N𝑁
0

𝑓
(𝑘 )
𝜃
[w]𝑤𝑖1w > 𝛼. (4.2)

Remark 4.3. 1. It is easy to see that if I is finite and the corresponding expectation matrices are
good (in particular allowable), then the MBPRE is uniformly allowable.

2. An example with infinite alphabet is as follows: Choose the alphabet be I =N and let us have two
types, for simplicity call these type 𝐴 and 𝐵.

• For 𝜃 = 1 the offspring distribution for 𝐴 and 𝐵 is the same: both give birth to exactly one
type 𝐴 individual with probability 1/2 and to exactly one type 𝐵 individual with probability
1/2. The pgf is then f𝜃 (s) = ( 𝑓 (1)𝜃 (s), 𝑓

(2)
𝜃
(s)), where

𝑓
(1)
𝜃
(s) = 𝑓

(2)
𝜃
(s) = 1

2
𝑠1 +

1
2
𝑠2, (4.3)

for s = (𝑠1, 𝑠2) ∈ [0,1]2.
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• For 𝜃 = 𝑁 ∈ N 𝐴 can only give birth to type 𝐵 individuals and 𝐵 can only give birth to type 𝐴
individuals, both are according to the same rules, written down for a type 𝐴 individual:
– will have number 1 type 𝐵 offspring with probability 1/2;
– will have number 𝑁 offspring of type 𝐵 with probability 1/𝑁2;
– will have number 𝑁 offspring of type 𝐵 with probability 1/2 − 1/𝑁2;
The pgf is then f𝜃 (s) = ( 𝑓 (1)𝜃 (s), 𝑓

(2)
𝜃
(s)), where

𝑓
(1)
𝑀
(s) = 1

2
𝑠2 +

1
𝑁2 𝑠

𝑁
2 +

1
2
− 1
𝑁2 (4.4)

𝑓
(2)
𝑀
(s) = 1

2
𝑠1 +

1
𝑁2 𝑠

𝑁
1 +

1
2
− 1
𝑁2 . (4.5)

Hence, we have

M1 =

[
1/2 1/2
1/2 1/2

]
, M𝑁 =

[
0 1/2 + 1/𝑁

1/2 + 1/𝑁 0

]
.

Given that we choose a nice ergodic measure on the space of environments this process satisfies
all the requirements of the following theorem, in particular the uniform allowability condition,
with 𝛼 = 1/2.

The main theorem of the paper is as follows (for a special case see Theorem 1.1 and an application of
that can be found in Section 1.1).

Theorem 4.4. Let 𝜈 be an ergodic measure on (Σ, 𝜎). Consider the 𝑁-type MBPREZ = {Z𝑛}𝑛∈N as it
was defined in Definition 2.4. We assume that

(a) M = {M𝑖}𝑖∈I (defined in (2.7)) is good (see Definition 3.1) with respect to 𝜈.
(b) Z is uniformly allowable ((4.1)).
(c) For every 𝜃 ∈ I and 𝑖, 𝑗 ∈ [𝑁], 𝑓 (𝑘 )

𝜃
is twice differentiable in 1 and there exists an 𝑀 <∞ such

that for every 𝜃 ∈ I and 𝑖, 𝑗 ∈ [𝑁]

𝜕2 𝑓
(𝑘 )
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(1) < 𝑀. (4.6)

Then we have that

1. if 𝜆(𝜈,M) > 0, then

q(𝜃𝜃𝜃) = (𝑞 (0) (𝜃𝜃𝜃), . . . , 𝑞 (𝑁−1) (𝜃𝜃𝜃)) ≠ 1 for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ.

2. q(𝜃𝜃𝜃) ≠ 1 for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ implies that q(𝜃𝜃𝜃) < 1 for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ.

Remark 4.5. From the twice differentiability assumption (c) above, it follows that the function is twice
differentiable on [0,1]𝑁 . This is because the pgf is an infinite sum, and the first and second derivative
of the sum converges uniformly.

The following corollary is an immediate consequence of the theorem.
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Corollary 4.6. Under the conditions of Theorem 4.4 if 𝜆(𝜈,M) > 0, then q(𝜃𝜃𝜃) < 1 for 𝜈-almost every
𝜃𝜃𝜃 ∈ Σ.

Definition 4.7. We say that an MBPRE {Z𝑛}∞𝑛=0 is strongly regular if there exists an 𝑛 such that
P(min𝑖∈[𝑁 ] P(∥Z𝑛∥ > 1|Z0 = e𝑖 ,VVV = 𝜃𝜃𝜃) > 0) > 0.

Lemma 4.8. Assume that the pgfs satisfies that for a 𝜃 ∈ I such that 𝜈({𝜃𝜃𝜃 ∈ Σ : 𝜃𝜃𝜃1 = 𝜃}) > 0, we have
that for all 𝑖 ∈ [𝑁]

𝑓
(𝑖)
𝜃
[0] +

∑︁
𝑗∈[𝑁 ]

𝑓
(𝑖)
𝜃
[e 𝑗 ] < 1, (4.7)

then the MBPRE {Z𝑛}∞𝑛=0 is strongly regular.

Proof of Lemma 4.8. The assumption of strong regularity is satisfied for 𝑛 = 1. Namely, recall that
𝑓
(𝑖)
𝜃1
[0] + ∑ 𝑗∈[𝑁 ] 𝑓

(𝑖)
𝜃1
[e 𝑗 ] is the probability that the process starting with one individual of type 𝑖

conditioned on the environments first letter being 𝜃1 has at most one individual at level 1. From the
assumptions of this lemma it follows that for almost every 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . )

min
𝑖∈[𝑁 ]

P(∥Z1∥ > 1|Z0 = e𝑖 ,VVV = 𝜃𝜃𝜃) = 1 − max
𝑖∈[𝑁 ]

©­« 𝑓 (𝑖)𝜃1
[0] +

∑︁
𝑗∈[𝑁 ]

𝑓
(𝑖)
𝜃1
[e 𝑗 ]ª®¬ > 0, (4.8)

from which strong regularity follows.

That is {Z𝑛}∞𝑛=0 is not strongly regular if and only if for every 𝑛, for 𝜈-almost every 𝜃𝜃𝜃 there exists
𝑖 ∈ [𝑁] such that

P(∥Z𝑛∥ ≤ 1|Z0 = e𝑖 ,VVV = 𝜃𝜃𝜃) = 1.

Corollary 4.9. Under the conditions of Theorem 4.4:

1. If 𝜆(𝜈,M) < 0, then q(𝜃𝜃𝜃) = 1 for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ.
2. If 𝜆(𝜈,M) = 0, then eitherZ is not strongly regular, or q(𝜃𝜃𝜃) = 1 for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ.

Proof. Tanny proved (see (Tanny, 1981, Theorem 9.6)) that the assertions of this corollary hold if a
certain condition (called Condition Q in Tanny (1981)) is satisfied. The fact that this Condition Q holds
in our case follows from part (2) of Theorem 4.4.

Corollary 4.10. If 𝜆(𝜈,M) > 0 then

lim
𝑛→∞

1
𝑛

log ∥Z𝑛∥ = 𝜆(𝜈,M) (4.9)

almost surely conditioned on {∥Z𝑛∥ ̸→ 0 as 𝑛→∞}.

Proof of Corollary 4.10. The assertion follows from a combination of Theorem 4.4, a result of Hennion
and (Tanny, 1981, Theorem 9.6). Namely, Corollary 4.10 is essentially the conclusion of (Tanny, 1981,
Theorem 9.6, (3)). We only need to verify that both of the assumptions of this theorem are satisfied.
One of them is called Condition Q. This holds because this is exactly the assertion of Theorem 4.4 part
(2). The other assumption is the stability of the MBPRE (see (Tanny, 1981, Definition 9.5)). This holds,
because of a result of Hennion, see Remark A.1 in particular (3.2).
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5. Proof of Theorem 4.4

Throughout this section we always use the notation of Theorem 4.4.

5.1. Preparation for the proof of Theorem 4.4 part (1)

Let

𝜆 := lim
𝑛→∞

1
𝑛

log ∥M
𝜃𝜃𝜃 |𝑛 ∥, for 𝜈 almost every 𝜃𝜃𝜃 ∈ IN.

Assume (the assumption of Theorem 4.4 part (1)) 𝜆 > 0. Then we can choose

0 < 𝜌 < 1 such that 1 < 𝜌e𝜆. (5.1)

Define the 𝑁 × 𝑁 matrices A𝜃 for 𝜃 ∈ I as

A𝜃 = 𝜌M𝜃 . (5.2)

Lemma 5.1. For 𝜈 almost every 𝜃𝜃𝜃 ∈ Σ

lim
𝑛→∞

1
𝑛

log
(
(A
𝜃𝜃𝜃 |𝑛 )∗

)
= log(𝜌) + 𝜆 > 0.

Proof. Let

𝐻 :=
{
𝜃𝜃𝜃 ∈ Σ : lim

𝑛→∞
1
𝑛

log(M
𝜃𝜃𝜃 |𝑛 )∗ exists and equals to 𝜆

}
⊂ Σ. (5.3)

It follows from Lemma 3.4 that 𝜈(𝐻) = 1. Fix 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) ∈ 𝐻. Then from (A
𝜃𝜃𝜃 |𝑛 )∗ = 𝜌

𝑛 (M
𝜃𝜃𝜃 |𝑛 )∗

and the definition of 𝜌 the assertion follows.

Define the set

𝔚 :=
{
(𝑘, 𝑖, 𝜃) ∈ [𝑁]2 × I : M𝜃 (𝑘, 𝑖) > 0

}
=

{
(𝑘, 𝑖, 𝜃) ∈ [𝑁]2 × I : A𝜃 (𝑘, 𝑖) > 0

}
.

Moreover, for 𝑘 ∈ [𝑁], 𝜃 ∈ I we define

𝔚𝜃,𝑘 := {𝑖 ∈ [𝑁] : (𝑘, 𝑖, 𝜃) ∈𝔚} .

For a matrix B let r𝑘 (B) and c𝑘 (B) denote the 𝑘-th row and column vector of B respectively.
For 𝜃 ∈ I, s ∈ [0,1]𝑁 let

𝑔
(𝑘 )
𝜃
(s) = 1 − r𝑘 (A𝜃 ) · (1 − s), and g𝜃 (s) = (𝑔 (0)𝜃 (s), . . . , 𝑔

(𝑁−1)
𝜃

(s))=1 −A𝜃 (1 − s). (5.4)

This immediately implies (which we frequently use without mentioning) that for 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛) ∈ I𝑛
we have for s ∈ [0,1]𝑁

g𝜃𝜃𝜃 (s) := g𝜃1 ◦ g𝜃2 ◦ · · · ◦ g𝜃𝑛 (s) = 1 −A𝜃𝜃𝜃 (1 − s). (5.5)
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Remark 5.2 (The meaning of g𝜃 and g𝜃𝜃𝜃 ). For 𝜃 ∈ I, 𝑘 ∈ [𝑁] consider {(s, 𝑓 (𝑘 )
𝜃
(s)) ∈ R𝑁+1 : s ∈

[0,1]𝑁 } the graph of the function 𝑓
(𝑘 )
𝜃

. We denote the tangent plane of this graph at 1 ∈ R𝑁 by

𝑡
(𝑘 )
𝜃
(s) := 𝑓

(𝑘 )
𝜃
(1) − ( 𝑓 (𝑘 )

𝜃
)′ (1) · (1 − s) = 1 − r𝑘 (M𝜃 ) · (1 − s). (5.6)

By Taylor’s Theorem

𝑓
(𝑘 )
𝜃
(s) = 𝑡 (𝑘 )

𝜃
(s) + 1

2
(1 − s)𝑇

(
𝑓
(𝑘 )
𝜃

) ′′
(w) (1 − s),

for some w ∈ {s + 𝑡 (1 − s) , 𝑡 ∈ (0,1)} the line segment connecting s and 1.
Hence, 𝑔 (𝑘 )

𝜃
(s) the analogue of 𝑡 (𝑘 )

𝜃
(s) using the matrices A𝜃 instead of M𝜃 . From (5.4), it follows

that an analogous description can be given for 𝑔 (𝑘 )
𝜃𝜃𝜃
(s), using 𝑓

(𝑘 )
𝜃𝜃𝜃
(s) and A𝜃𝜃𝜃 .

For a visual depiction in the 𝑁 = 1 case see Figure 3c.

Let

𝐵𝛿 := {s ∈ [0,1]𝑁 : ∥1 − s∥∞ ≤ 𝛿}, (5.7)

where for z = (𝑧0, . . . , 𝑧𝑁−1) ∈ R𝑁

∥z∥∞ = max
𝑖∈[𝑁 ]

|𝑧𝑖 |

Lemma 5.3. There exists a 𝛿 > 0 such that for all 𝜃 ∈ I and s ∈ 𝐵𝛿 , g𝜃 (s) ≥ f𝜃 (s).

Proof of Lemma 5.3. Recall from Remark 5.2, that for s ∈ [0,1]𝑁 𝜃 ∈ I and 𝑘 ∈ [𝑁],

𝑓
(𝑘 )
𝜃
(s) = 𝑡 (𝑘 )

𝜃
(s) + 1

2
(1 − s)𝑇

(
𝑓
(𝑘 )
𝜃

) ′′
(w) (1 − s),

𝑔
(𝑘 )
𝜃
(s) = 𝑡 (𝑘 )

𝜃
(s) + r𝑘 (M𝜃 −A𝜃 ) (1 − s),

where 𝑡 (𝑘 )
𝜃
(s) = 1 − r𝑘 (M𝜃 ) · (1 − s), as we stated in (5.6).

Hence, we only have to prove that there exists a 𝛿 > 0 such that for all 𝜃 ∈ I and 𝑘 ∈ [𝑁] and s ∈ 𝐵𝛿

(1 − s)𝑇
(
𝑓
(𝑘 )
𝜃

) ′′
(w) (1 − s) ≤ r𝑘 (M𝜃 −A𝜃 ) (1 − s).

It follows from Lemma B.2 in Appendix B, that

(1 − s)𝑇
(
𝑓
(𝑘 )
𝜃

) ′′
(w) (1 − s) =

∑︁
𝑖∈𝔚𝜃,𝑘

©­«
∑︁

𝑗∈𝔚𝜃,𝑘

(1 − s) 𝑗
𝜕2 𝑓

(𝑘 )
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(w)ª®¬ (1 − s)𝑖 .

Clearly, r𝑘 (M𝜃 −A𝜃 ) (1 − s) =∑
𝑖∈𝔚𝜃,𝑘 r𝑘 (M𝜃 −A𝜃 )𝑖 (1 − s)𝑖 . Choose any 0 < 𝛿 < 1 so that

𝛿 ≤ (1 − 𝜌)𝛼
2 · 𝑁 · 𝑀 , (5.8)

where recall that 𝛼 is from the definition of uniform allowability, Definition 4.1 and 𝑀 is from the
last assumption of the theorem, see ((c)). Clearly, we can choose 𝛿 ∈ (0,1). Let s ∈ 𝐵𝛿 . With this
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choice for all 𝜃 ∈ I, 𝑘 ∈ [𝑁] and 𝑖, 𝑗 ∈𝔚𝜃,𝑘 we have that 0 ≤ 1 − 𝑠 𝑗 ≤ 𝛿. By definition, we have
𝜕2 𝑓

(𝑘)
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(w) ≤ 𝜕2 𝑓

(𝑘)
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(1) for all w ∈ [0,1]𝑁 , hence

∑︁
𝑗∈𝔚𝜃,𝑘

(1 − s) 𝑗
𝜕2 𝑓

(𝑘 )
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(w) ≤ 𝛿 · 𝑁 ·max

𝑗

𝜕2 𝑓
(𝑘 )
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(1) < r𝑘 (M𝜃 −A𝜃 )𝑖 .

The second inequality follows from
𝜕2 𝑓

(𝑘)
𝜃

𝜕𝑠 𝑗𝜕𝑠𝑖
(1) < 𝑀 , which is assumption (c) of Theorem 4.4. Whereas

by the choice of the matrix A𝜃 (see (5.2)), r𝑘 (M𝜃 −A𝜃 )𝑖 = (1−𝜌)M𝜃 (𝑘, 𝑖) then the uniform allowability
assumption (see Remark 4.2) guarantees that M𝜃 (𝑘, 𝑖) > 𝛼, hence we get that r𝑘 (M𝜃 −A𝜃 )𝑖 > (1− 𝜌)𝛼
for 𝑖 ∈𝔚𝜃,𝑘 .

Fix the value of 𝛿 such that the assertion of Lemma 5.3 holds.
Now we define 𝜓 : [0, 1]𝑁 → [0, 1]𝑁 such that whenever s ∈ 𝐵𝛿 then 𝜓(s) = s but when s ∉ 𝐵𝛿 then

𝜓(s) ∈ 𝐵𝛿 . Namely,

(𝜓(s)) 𝑗 :=
{
𝑠 𝑗 , if 𝑠 𝑗 ≥ 1 − 𝛿;
1 − 𝛿, if 𝑠 𝑗 < 1 − 𝛿 for 𝑗 ∈ [𝑁] . (5.9)

It immediately follows from the definition that the function 𝜓 has the following monotonicity proper-
ties.

Fact 5.4. For all 𝜃 ∈ I, 𝑘 ∈ [𝑁] and s, t ∈ [0,1]𝑁 we have

(a) s ≤ 𝜓(s), and
(b) for s ≤ t, 𝜓(s) ≤ 𝜓(t).

We now define for all 𝑘 ∈ [𝑁], 𝜃 ∈ I and s ∈ [0,1]𝑁

ℎ
(𝑘 )
𝜃
(s) := 𝑔 (𝑘 )

𝜃
(𝜓(s)) and h𝜃 (s) := (ℎ (0)

𝜃
(s), . . . , ℎ (𝑁−1)

𝜃
(s)); (5.10)

recall the definition of 𝑔 (𝑘 )
𝜃

from (5.5).
We summarize the important properties of h𝜃 (s), but before that we introduce some more notation.

Let

𝑢 := min {1,min {A𝜃 (𝑘, 𝑖) : (𝑘, 𝑖, 𝜃) ∈𝔚}} . (u)

It follows from the uniform allowability condition, together with the choice of the matrix A (see (5.1)),
that 𝑢 > 0. Further, let 𝑅(𝑡) denote the open ball with respect to the 1-norm centered at the origin with
radius 𝑡 in R𝑁 and 𝑅𝐶 (𝑡) its complement, namely

𝑅(𝑡) := {s ∈ [0,1]𝑁 : ∥s∥ < 𝑡} and 𝑅𝐶 (𝑡) := {s ∈ [0,1]𝑁 : ∥s∥ ≥ 𝑡}. (5.11)

Lemma 5.5. For any 𝜃 ∈ I, 𝑘 ∈ [𝑁] and s ≤ t ∈ [0,1]𝑁 , the following holds.

(a) If s ∈ 𝐵𝛿 , we have h𝜃 (s) = g𝜃 (s);
(b) h𝜃 (1) = 1;
(c) h𝜃 (s) ≤ h𝜃 (t);
(d) For any 𝑛 ∈ N, 𝜃𝜃𝜃 ∈ I𝑛, we have that h𝜃𝜃𝜃 (s) ≥ f𝜃𝜃𝜃 (s);
(e) 0 ≤ h𝜃 (s);



20

(f) For any 𝑤 > 𝑁 − 𝑢𝛿 (u was defined in (u)) if h𝜃 (s) ∈ 𝑅𝐶 (𝑤), then s ∈ 𝐵𝛿 and in particular
h𝜃 (s) = g𝜃 (s).

Proof. (a) follows from the definition of h𝜃 , and (b) immediately follows from (a) combined with the
fact that 1 ∈ 𝐵𝛿 . Part (c) is inherited from the monotonicity properties (see Lemma 5.4) of 𝜓 and g𝜃 . (e)
follows from (d), since f𝜃 (s) ≥ 0.

(d) We use induction on 𝑛. First if 𝑛 = 1, then for s ∈ 𝐵𝛿 , h𝜃 (s) = g𝜃 (s) ≥ f𝜃 (s) by the definition
of h𝜃 and the choice of 𝛿 (according to Lemma 5.3). For s ∉ 𝐵𝛿 , h𝜃 (s) = g𝜃 (𝜓(s)) on the one hand,
g𝜃 (𝜓(s)) ≥ f𝜃 (𝜓(s)) ≥ f𝜃 (s) and on the other hand, g𝜃 (𝜓(s)) ≥ g𝜃 (s). Here we used that g𝜃 and f𝜃
are monotone increasing and that 𝜓(s) ≥ s. Now assume that 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛) ∈ I𝑛 and we know that
the assumption holds for 𝜃𝜃𝜃− = (𝜃1, . . . , 𝜃𝑛−1), then from the hypothesis and the monotonicity of f𝜃 ,
h𝜃𝜃𝜃 (s) = h𝜃𝜃𝜃− (h𝜃𝑛 (s)) ≥ f𝜃𝜃𝜃− (h𝜃𝑛 (s)) ≥ f𝜃𝜃𝜃− (f𝜃𝑛 (s)) = f𝜃𝜃𝜃 (s).

(f) Assume s ∉ 𝐵𝛿 , then ∥1− s∥∞ > 𝛿, i.e. there exist a 𝑗∗ ∈ [𝑁] such that 1− 𝑠 𝑗∗ > 𝛿, by the definition
of 𝜓, (𝜓(s)) 𝑗∗ = 1 − 𝛿. Since A𝜃 is allowable, there exists a 𝑘∗ such that A𝜃 (𝑘∗, 𝑗∗) > 0, in particular
A𝜃 (𝑘∗, 𝑗∗) ≥ 𝑢. Fix an arbitrary 𝑤 > 𝑁 − 𝑢𝛿. It follows that

𝑤 ≤ ∥h𝜃 (s)∥ =
∑︁
𝑘∈[𝑁 ]

ℎ
(𝑘 )
𝜃
(s) =

∑︁
𝑘∈[𝑁 ]

𝑔
(𝑘 )
𝜃
(𝜓(s)) =

∑︁
𝑘∈[𝑁 ]

1 −
∑︁

𝑗∈𝔚𝜃,𝑘

A𝜃 (𝑘, 𝑗) (1 − 𝜓(s) 𝑗 )

≤ 𝑁 −A𝜃 (𝑘∗, 𝑗∗) (1 − (𝜓(s)) 𝑗∗ ) ≤ 𝑁 − 𝑢𝛿 < 𝑤,

which is a contradiction.

5.2. Proof of Theorem 4.4, part (1)

Now we are ready to prove the first part of our main theorem.

Proof of Theorem 4.4, Part (1). From Lemma 5.1 it follows that there exists a set 𝐻 ⊂ Σ, with 𝜈(𝐻) =
1, such that for every 𝜃𝜃𝜃 there exists a 𝛾 > 1 and an 𝑁 = 𝑁 (𝜃𝜃𝜃) such that for 𝑛 > 𝑁(

A
𝜃𝜃𝜃 |𝑛

)
∗
≥ 𝛾𝑛. (5.12)

We fix such a 𝛾 > 1 and 𝑁 .
For a vector v ∈ R𝑁 analogously to the matrix case, we will use the 1-norm, that is we denote
∥v∥ :=

∑
𝑖∈[𝑁 ] |𝑣𝑖 |. In what follows we will show that

for all 𝜃𝜃𝜃 ∈ 𝐻, ∥q(𝜃𝜃𝜃)∥ = lim
𝑛→∞

∥f
𝜃𝜃𝜃 |𝑛 (0)∥ < 𝑁, (5.13)

proving that q(𝜃𝜃𝜃) ≠ 1 for 𝜈-almost every 𝜃𝜃𝜃.
Instead of inspecting the behavior of f

𝜃𝜃𝜃 |𝑛 (0) directly, we consider h
𝜃𝜃𝜃 |𝑛 (0) ≥ f

𝜃𝜃𝜃 |𝑛 (0) for 𝑛 > 𝑁 . By
the uniform allowability condition we can choose 0 < 𝜇 < 1 such that

𝜇 ≤ min
𝑘∈[𝑁 ], 𝜃∈I

∥c𝑘 (A𝜃 )∥. (5.14)

For the visual explanation of the following part see Figure 3a, 3b. For 𝑤, 𝑡 ∈ R define

𝜑𝑤 (𝑡) := 𝑁 − 𝑁𝑤 + 𝑤𝑡, (5.15)
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(a) (b) (c)

Figure 3

Choose 𝜂 < 𝑁 such that

𝜑−1
𝜇 (𝜂) > 𝑐̃ := 𝑁 − 𝑢𝛿, (5.16)

where the value of 𝑐̃ occurred in Lemma 5.5 part (f) and 𝑢 was defined in (u). Since 𝜇 < 1 there exists
an 𝜀 > 0, such that

𝜑𝜇 (𝜂) < 𝜑𝑁𝜇 (𝜂) =: 𝑁 − 𝜀, (5.17)

where 𝜑𝑁𝜇 (𝜂) = 𝜑𝜇 ◦ · · · ◦ 𝜑𝜇 (𝜂). Now we fix an 𝑚 > 𝑁 . Then there are two cases,

1. either ∥h
𝜃𝜃𝜃 |𝑚 (0)∥ ≤ 𝜑𝜇 (𝜂), or

2. ∥h
𝜃𝜃𝜃 |𝑚 (0)∥ > 𝜑𝜇 (𝜂).

In case (1), since for all 𝑘 ∈ [𝑁] we have 𝑓 (𝑘 )
𝜃
(s) ≤ ℎ (𝑘 )

𝜃
(s) for any s ∈ [0,1]𝑁 (by part (d) of Lemma

5.5) and 𝜑𝜇 (𝜂) < 𝑁 − 𝜀 (see (5.17)) we get that

∥q𝑚 (𝜃𝜃𝜃)∥ = ∥f𝜃𝜃𝜃 |𝑚 (0)∥ ≤ 𝜑𝜇 (𝜂) < 𝑁 − 𝜀. (5.18)

In the rest of this section, we consider case (2), namely when

∥h
𝜃𝜃𝜃 |𝑚 (0)∥ > 𝜑𝜇 (𝜂). (5.19)

Set 𝜃𝜃𝜃 := 𝜃𝜃𝜃 |𝑚. In the rest of this section, we always assume that s ∈ [0,1]𝑁 .

Lemma 5.6. (i) For all 𝜃 ∈ I, 𝑘 ∈ [𝑁], if 𝑔 (𝑘 )
𝜃
(s) ≥ 0, then

∥g𝜃 (s)∥ ≤ 𝜑𝜇 (∥s∥).

(ii) For 𝑛 > 𝑁 and 𝜃̂𝜃𝜃 = 𝜃𝜃𝜃 |𝑛, if for all 𝑘 ∈ [𝑁], 𝑔 (𝑘 )
𝜃̂𝜃𝜃
(s) ≥ 0, then

∥g
𝜃̂𝜃𝜃
(s)∥ ≤ 𝜑𝛾 (∥s∥).
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Proof. We only present the proof of the first statement since the second one can be proven using the
same steps and the fact (see (5.12)) that (A

𝜃̂𝜃𝜃
)∗ ≥ 𝛾𝑛 > 𝛾.

∥g𝜃 (s)∥ = ∥1 −A𝜃 (1 − s)∥ =
𝑁−1∑︁
𝑘=0

(1 −
𝑁−1∑︁
ℓ=0

A𝜃 (𝑘, ℓ) (1 − 𝑠ℓ ))

= 𝑁 −
𝑁−1∑︁
ℓ=0

𝑁−1∑︁
𝑘=0

A𝜃 (𝑘, ℓ) (1 − 𝑠ℓ ) = 𝑁 −
𝑁−1∑︁
ℓ=0

∥cℓ (A𝜃 )∥(1 − 𝑠ℓ )

≤ 𝑁 − (A𝜃 )∗𝑁 + (A𝜃 )∗∥s∥ = 𝑁 − (A𝜃 )∗ (𝑁 − ∥s∥)

≤ 𝑁 − 𝜇(𝑁 − ∥s∥) = 𝜑𝜇 (∥s∥).

Now we continue the proof of the first part of Theorem 4.4. Define

𝑇 :=
{
𝑝 ≤ 𝑚 : ∀𝑘 ≤ 𝑝, h𝜃𝜃𝜃𝑚

𝑘
(0) ∈ 𝑅𝐶 (𝜂)

}
, (5.20)

where 𝜃𝜃𝜃𝑚
𝑘
= (𝜃𝑘 , . . . , 𝜃𝑚) and 𝑚 was fixed earlier in the proof. By our assumption (5.19) we get that

h𝜃𝜃𝜃 (0) ∈ 𝑅𝐶 (𝜑𝜇 (𝜂)) ⊂ 𝑅𝐶 (𝜂), this implies that 1 ∈ 𝑇 . On the other hand, Lemma 5.5 (f) and (5.16)
together imply that 𝑚 ∉ 𝑇 . Namely, by (5.16) h𝜃𝑚 (0) ≤ 𝑐̃ < 𝜑−1

𝜇 (𝜂) < 𝜂. That is h𝜃𝑚 (0) ∈ 𝑅(𝜂). So,
𝑚 ∉ 𝑇 . This does not contradict 1 ∈ 𝑇 in case of 𝑚 = 1, because if 𝑚 = 1 then it is not possible that
∥h
𝜃𝜃𝜃 |1 (0)∥ > 𝜑𝜇 (𝜂) > 𝑁 − 𝑢𝛿, because in this case by Lemma 5.5 (f) we have that 0 ∈ 𝐵𝛿 , which is not

possible since 𝛿 < 1. Then 1 ≤ 𝑄 := max𝑇 ≤ 𝑚 − 1.
Let v := h𝜃𝜃𝜃𝑚

𝑄+1
(0). By the definition of 𝑄,

v ∈ 𝑅(𝜂). (5.21)

Also, for any 𝑘 ≤ 𝑄, h𝜃𝑘 (h𝜃𝜃𝜃𝑚𝑘+1 (0)) ∈ 𝑅
𝐶 (𝜂), hence by 𝜂 > 𝑐̃ and Lemma 5.5 (f) it follows that for any

𝑘 ≤ 𝑄

h𝜃𝑘 (h𝜃𝜃𝜃𝑚𝑘+1 (0)) = g𝜃𝑘 (h𝜃𝜃𝜃𝑚𝑘+1 (0)).

By repeated applications of this we get that for any 𝑘 ≤ 𝑄,

h
𝜃𝜃𝜃
𝑄

𝑘

(v) = g
𝜃𝜃𝜃
𝑄

𝑘

(v). (5.22)

Now we show that 𝑄 can not be too big. Namely, to get a contradiction assume that 𝑄 > 𝑁 . Using (5.19),
(5.22), the second part of Lemma 5.6 (we can use this, since for 𝑘 ≤ 𝑄 it is true that g𝜃𝑘 = h𝜃𝑘 ≥ 0, by
Lemma 5.5 (e)) together with the assumption 𝑄 > 𝑁 , the fact that 𝛾 > 1, and (5.21), in this order, we
obtain that

𝜑𝜇 (𝜂) < ∥h𝜃𝜃𝜃𝑚1 (0)∥ = ∥g𝜃𝜃𝜃𝑄1
(v)∥ ≤ 𝜑𝛾 (∥v∥) ≤ ∥v∥ < 𝜂,

which is a contradiction since 𝜂 < 𝜑𝜇 (𝜂).
Hence, 𝑄 ≤ 𝑁 . However, in this case using the first part of Lemma 5.6 𝑁-times (again for 𝑘 ≤ 𝑄 it is

true that g𝜃𝑘 = h𝜃𝑘 ≥ 0, by Lemma 5.5 (e)), we get that

∥h𝜃𝜃𝜃 (0)∥ = ∥g𝜃𝜃𝜃𝑄1
(v)∥ ≤ 𝜑𝜇 (∥g𝜃𝜃𝜃𝑄2

(v)∥) ≤ · · · ≤ 𝜑𝑄−1
𝜇 (∥𝑔

𝜃𝜃𝜃
𝑄

𝑄

v∥) ≤ 𝜑𝑄𝜇 (∥v∥) ≤ 𝜑𝑁𝜇 (𝜂) = 𝑁 − 𝜀,
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where 𝜀 > 0 was defined in (5.17). This means that (similarly to (5.18)),

∥q𝑚 (𝜃𝜃𝜃)∥ = ∥f𝜃𝜃𝜃 |𝑚 (0)∥ ≤ ∥h𝜃𝜃𝜃 (0)∥ ≤ 𝑁 − 𝜀.

This finishes the treatment of case 2. It follows that for 𝑚 > 𝑁 we have ∥q𝑚 (𝜃𝜃𝜃)∥ ≤ 𝑁 − 𝜀. In this way
we have verified that (5.13) holds, which completes the proof of the first part of Theorem 4.4.

5.3. The proof of Theorem 4.4, part (2)

It follows from the assumption (a) of Theorem 4.4 that there exists a finite word 𝜃̃𝜃𝜃 = (𝜃̃1, . . . , 𝜃̃𝑝) ∈ I 𝑝
(𝑝 ∈ N) such that for [𝜃̃𝜃𝜃] = {𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) ∈ Σ : 𝜃𝑖 = 𝜃̃𝑖 , 𝑖 ≤ 𝑝} we have 𝜈( [𝜃̃𝜃𝜃]) > 0 and further all
elements of M

𝜃̃𝜃𝜃
:= M

𝜃1
· · ·M

𝜃𝑝
are strictly positive. From the ergodicity of 𝜈 (Principal Assumption

I), it follows that there exists Σ̃ ⊂ Σ with 𝜈(Σ̃) = 1, such that all 𝜃𝜃𝜃 ∈ Σ̃ contain 𝜃̃𝜃𝜃 as a subword (in any
position).

For a 𝑘1 ∈ [𝑁] we define

Bad𝑘1 :=
{
𝜃𝜃𝜃 ∈ Σ̃ : lim

𝑛→∞
𝑓
(𝑘1 )
𝜃𝜃𝜃 |𝑛
(0) = 1

}
. (5.23)

Lemma 5.7. Under the conditions of Theorem 4.4, for any 𝑘1 ∈ [𝑁], 𝜈(Bad𝑘1 ) = 0.

Proof. Fix an 𝑛 ≥ 𝑝. Let

𝐴𝑛 :=
{
𝜃𝜃𝜃 ∈ Σ : 𝜃𝜃𝜃 |𝑛 does not contain the word 𝜃̃𝜃𝜃

}
, then

∞⋃
𝑛=𝑝

𝐴𝐶𝑛 = Σ̃.

Hence, it is enough to prove that for any 𝑛 ≥ 𝑝 and any 𝜀

𝜈

(
Bad𝑘1 ∩ 𝐴

𝐶
𝑛

)
< 𝜀. (5.24)

Let 𝑛 and 𝜀 > 0 be arbitrary. Recall that 𝑅𝐶 (𝑡) := {s ∈ [0,1]𝑁 : ∥s∥ ≥ 𝑡}. By the assumption
limℓ→∞ f

𝜃𝜃𝜃 |ℓ (0) = q(𝜃𝜃𝜃) ≠ 1 for 𝜈-almost every 𝜃𝜃𝜃, we can choose a 𝛿 > 0 which is so small that for

𝑡 := 𝑁 (1 − 𝛿𝑝−𝑛∗ ), and 𝑋𝑡 :=
{
𝜃𝜃𝜃 ∈ Σ̃ : lim

ℓ→∞
f
𝜃𝜃𝜃 |ℓ (0) ∈ 𝑅

𝐶 (𝑡)
}
, (5.25)

we have 𝜈(𝑋𝑡 ) < 𝜀, where 𝑝∗ = 𝛼
2 (recall that 𝛼 was defined in (4.1)).

Lemma 5.8. Let 𝜃 ∈ I, 𝑘 ∈ [𝑁] and 0 < 𝛿̃ < 1. Then for any s ∈ [0,1]𝑁

if there exists an 𝑖 ∈𝔚𝜃,𝑘 such that 𝑠𝑖 < 1 − 𝛿̃ =⇒ 𝑓
(𝑘 )
𝜃
(s) < 1 − 𝑝∗𝛿̃.

Proof. Fix an s ∈ [0,1]𝑁 such that 𝑠𝑖 < 1 − 𝛿̃ for some 𝑖 ∈𝔚𝜃,𝑘 .

𝑓
(𝑘 )
𝜃
(s) ≤ 𝑓 (𝑘 )

𝜃
(1 − e𝑖 𝛿̃) =

∑︁
z∈N𝑁

0

𝑓
(𝑘 )
𝜃
[z] (1 − 𝛿̃)𝑧𝑖 ≤

∑︁
z∈N𝑁

0
𝑧𝑖=0

𝑓
(𝑘 )
𝜃
[z]
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+
∑︁

z∈N𝑁
0

𝑧𝑖≠0

𝑓
(𝑘 )
𝜃
[z] (1 − 𝛿̃) ≤ 1 − 𝛿̃

∑︁
z∈N𝑁

0
𝑧𝑖≠0

𝑓
(𝑘 )
𝜃
[z] < 1 − 𝑝∗𝛿̃.

Now we fix a 𝜃𝜃𝜃 ∈ 𝐴𝐶𝑛
⋂

Bad𝑘1 . For an 𝑟 ∈ N, 𝑟 ≥ 2 let

𝐶 :=
{
𝑘 ∈ [𝑁] : ∃(𝑘2, . . . , 𝑘𝑛) ∈ [𝑁]𝑛−1 such that 𝑘𝑖 ∈𝔚𝜃𝑖−1 ,𝑘𝑖−1 , 𝑖 ∈ {2, . . . , 𝑛}, 𝑘 ∈𝔚𝜃𝑛 ,𝑘𝑛

}
=

{
𝑘 ∈ [𝑁] : M

𝜃𝜃𝜃 |𝑛 (𝑘1, 𝑘) > 0
}

Lemma 5.9. 𝐶 = [𝑁].

Proof of Lemma 5.9. This follows from the fact that all the expectation matrices are allowable and that
𝜃𝜃𝜃 |𝑛 contains the word 𝜃̃𝜃𝜃, which implies that M

𝜃𝜃𝜃 |𝑛 is a strictly positive matrix.

Since we assumed that 𝜃𝜃𝜃 ∈ Bad𝑘1 we can find a 𝔎 > 𝑛 such that

𝑓
(𝑘1 )
𝜃𝜃𝜃 |𝔎
(0) > 1 − 𝛿. (5.26)

As earlier, we write 𝜃𝜃𝜃
ℓ

𝑗 = (𝜃 𝑗 , 𝜃 𝑗+1, . . . , 𝜃ℓ ). For every ℎ < 𝔎 let

sℎ = (sℎ (0), . . . , sℎ (𝑁 − 1)) := f
𝜃𝜃𝜃
𝔎

ℎ+1
(0). (5.27)

Then again for ℎ < 𝔎

𝑓
(𝑘1 )
𝜃𝜃𝜃 |𝔎
(0) = 𝑓

(𝑘1 )
𝜃1
(s1), sℎ (ℓ) = 𝑓

(ℓ )
𝜃ℎ+1
(sℎ+1) = 𝑓

(ℓ )
𝜃ℎ+1
( 𝑓
𝜃𝜃𝜃
𝔎

ℎ+2
(0)).

It follows from Lemma 5.8, and formulae (5.26) and (5.27) that for all 𝑘2 ∈𝔚𝜃1 ,𝑘1 we have s1 (𝑘2) >
1− 𝛿𝑝−1

∗ . By repeated application of Lemma 5.8 we get that for the 𝑛 fixed in the beginning of the proof
we have

s𝑛 (𝑘𝑛+1) > 1 − 𝛿𝑝−𝑛∗ , ∀(𝑘2, . . . , 𝑘𝑛+1) ∈ 𝐶𝑛.

Using this, by Lemma 5.9 we get that s𝑛 (𝑘) > 1 − 𝛿𝑝−𝑛∗ for all 𝑘 ∈ [𝑁]. This means that

f
𝜃𝜃𝜃
𝔎

𝑛+1
(0) = s𝑛 ∈ 𝐵𝛿𝑝−𝑛∗ . (5.28)

Using that f𝜃 is componentwise monotone and f𝜃 : [0,1]𝑁 → [0,1]𝑁 , we get from (5.28) that

lim
𝑀→∞

f
𝜃𝜃𝜃
𝑀

𝑛+1
(0) ∈ 𝐵𝛿𝑝−𝑛∗ ⊂ 𝑅

𝐶 (𝑡),

where 𝑡 was defined in (5.25). That is we have proved that 𝜃𝜃𝜃 ∈ 𝐴𝐶𝑛
⋂

Bad𝑘1 =⇒ 𝜎𝑛𝜃𝜃𝜃 ∈ 𝑋𝑡 . In other words
we have verified that 𝐴𝐶𝑛 ∩Bad𝑘1 ⊂ 𝜎−𝑛𝑋𝑡 , where for (𝜃1, 𝜃2, . . . ) = 𝜃𝜃𝜃 ∈ Σ, 𝜎−1 (𝜃𝜃𝜃) = {(𝜃, 𝜃1, 𝜃2); 𝜃 ∈
I}. In particular 𝜎−𝑛𝜃𝜃𝜃 contains the infinite words that have 𝜃𝜃𝜃 as a subword starting at the 𝑛 + 1-st
position. Using that 𝜈 is measure preserving, we get that 𝜈(𝐴𝐶𝑛 ∩Bad𝑘1 ) ≤ 𝜈(𝜎−𝑛𝑋𝑡 ) = 𝜈(𝑋𝑡 ) < 𝜀.

Proof of Theorem 4.4, Part (2). Using that 𝑘1 ∈ [𝑁] was arbitrary in Lemma 5.7, we get that the
second assertion of Theorem 4.4 holds.
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Appendix A: Theorem of Hennion

Let B be an 𝑁 ×𝑁 non-negative and allowable (B ∈A ) matrix. It is easy to check that the norms defined
in Section 3 agree with the ones used in Hennion (1997), i.e.

∥B∥1 = max


∑︁
𝑖∈[𝑁 ]

∑︁
𝑗∈[𝑁 ]

B𝑖, 𝑗𝑥 𝑗 : 𝑥 𝑗 ≥ 0,
∑︁
𝑗∈[𝑁 ]

𝑥 𝑗 = 1
 , and

(B)∗ = min


∑︁
𝑖∈[𝑁 ]

∑︁
𝑗∈[𝑁 ]

B𝑖, 𝑗𝑥 𝑗 : 𝑥 𝑗 ≥ 0,
∑︁
𝑗∈[𝑁 ]

𝑥 𝑗 = 1
 .

Let B = {B𝑖}𝑖∈I ⊂ A . For 𝜃𝜃𝜃 = (𝜃1, . . . , 𝜃𝑛) ∈ I𝑛 as before we denote B𝜃𝜃𝜃 := B𝜃1 · · ·B𝜃𝑛 and B ®𝜃𝜃𝜃 :=
B𝜃𝑛 · · ·B𝜃1 .

A.1. A corollary of a theorem of Hennion

In Hennion (1997), 𝑋𝑛, a sequence of random variables taking values in the set of non-negative allow
able matrices is defined. The random matrix 𝑋 (𝑛) , which appears in (Hennion, 1997, Theorem 2),
corresponds to B𝑇←

𝜃𝜃𝜃 |𝑛
where 𝜃𝜃𝜃 is chosen randomly according to the probability measure 𝜈. (Hennion,

1997, Theorem 2) has two conditions: The first one is that 𝑚1 <∞ and the second one is Condition C
which corresponds to the first and second part of our assumption that B is good (see Definition 3.1).
Hence, the conditions of (Hennion, 1997, Theorem 2) always holds whenever B ⊂ A is good with
respect to the ergodic measure 𝜈. The conclusion of (Hennion, 1997, Theorem 2) immediately implies
that

lim
𝑛→∞

sup
𝑖∈[𝑁 ]

����1𝑛 log
(
1𝑇B

𝜃𝜃𝜃 |𝑛e𝑖
)
− 𝜆

���� = 0, for 𝜈-a.e. 𝜃𝜃𝜃 ∈ Σ. (A.1)

Observe that 1𝑇B
𝜃𝜃𝜃 |𝑛e𝑖 is the 𝑖-th column sum of the matrix B

𝜃𝜃𝜃 |𝑛 . Hence, for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ

lim
𝑛→∞

����1𝑛 log(B
𝜃𝜃𝜃 |𝑛 )∗ − 𝜆

���� = 0. (A.2)

Remark A.1. In this paper we change the order of the matrix product from B ←
𝜃𝜃𝜃 |𝑛

to B
𝜃𝜃𝜃 |𝑛 , now we explain

why we can do this. Observe that in (Hennion, 1997, Theorem 2) the role of 1𝑇 and e𝑖 is interchangeable,
meaning that we can consider row, instead of column sums of the matrices. Consequently, we get an
analogous result to Lemma 3.4 but for the “row-sum exponent”, namely that

lim
𝑛→∞

1
𝑛

log( min
𝑖∈[𝑁 ]

e𝑇𝑖 B
𝜃𝜃𝜃 |𝑛1) = 𝜆 for 𝜈-a.e. 𝜃𝜃𝜃 ∈ Σ. (A.3)

Remark A.2. In Hennion (1997) the notation 𝑋𝑛 sometimes stands for the whole process starting at the
𝑛-th position and sometimes as the 𝑛-th element of the process; from the context there, it is clear what is
the correct interpretation, in this paper we only use the second interpretation.
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Appendix B: Basic properties of multivariate pgfs

The following is a well-known fact.

Fact B.1. Let 𝑋,𝑌 be independent random variables on (Ω,F ,P) taking values in N𝑁0 with pgfs 𝑓𝑋 and
𝑓𝑌 respectively. Then the pgf 𝑓𝑋+𝑌 of the random variable 𝑋 +𝑌 satisfies 𝑓𝑋+𝑌 (s) = 𝑓𝑋 (s) · 𝑓𝑌 (s).

Lemma B.2. If (𝑘, 𝑖, 𝜃) ∉𝔚 (or equivalently 𝜕 𝑓 (𝑘 )
𝜃
/𝜕𝑠𝑖 (1) = 0) then for all w ∈ (0,1]𝑁

1. 𝜕 𝑓 (𝑘 )
𝜃
/𝜕𝑠𝑖 (w) = 0 and

2. r𝑖 (( 𝑓 (𝑘 )𝜃
)′′ (w))=c𝑖 (( 𝑓 (𝑘 )𝜃

)′′ (w)) = 0.

Proof. Since 2 immediately follows from 1, we only provide details for the first part. By definition

𝑓
(𝑘 )
𝜃
(w) :=

∑︁
z∈N𝑁

0

𝑓
(𝑘 )
𝜃
[z]wz, w ∈ [0,1]𝑁 , 𝑘 ∈ [𝑁], 𝜃 ∈ I,

hence

𝜕 𝑓
(𝑘 )
𝜃

𝜕𝑠𝑖
(w) =

∑︁
z∈N𝑁

0
𝑧𝑖≠0

𝑓
(𝑘 )
𝜃
[z]𝑧𝑖𝑤𝑧𝑖−1

𝑖

∏
ℓ∈[𝑁 ]
ℓ≠𝑖

𝑤
𝑧ℓ
ℓ
. (B.1)

From

0 = 𝜕 𝑓
(𝑘 )
𝜃
/𝜕𝑠𝑖 (1) =

∑︁
z∈N𝑁

0

𝑓
(𝑘 )
𝜃
[z]𝑧𝑖 ,

since all the summands are non-negative, we conclude that 𝑓 (𝑘 )
𝜃
[z]𝑧𝑖 = 0 for all z ∈ N𝑁0 , hence the

assertion follows.

Appendix C: Lyapunov and column-sum exponents

We recall the Subadditive Ergodic Theorem.

Theorem C.1 (Partially Theorem 10.1 Walters (2000)). Let (𝑋,B, 𝜈) be a probability space and let
𝑇 : 𝑋→ 𝑋 be a measure preserving transformation. Let { 𝑓𝑛}∞𝑛=1 be a sequence of measurable functions
𝑓𝑛 : 𝑋→ R∪ {−∞} satisfying

(1) 𝑓 +1 ∈ 𝐿
1 (𝜈), for 𝑓 +

𝑖
(𝑥) = max{0, 𝑓1 (𝑥)} ;

(2) for each 𝑘, 𝑛 ≥ 1, 𝑓𝑛+𝑘 ≤ 𝑓𝑛 + 𝑓𝑘 a.e.

Then there exists a measurable function 𝑓 : 𝑋→ R∪ {−∞} such that the following holds:

1. 𝑓 + ∈ 𝐿1 (𝜈)
2. 𝑓 ◦𝑇 = 𝑓 a.e. (hence if 𝜈 is ergodic, then 𝑓 is constant a.e.)
3. lim

𝑛→∞
1
𝑛
𝑓𝑛 = 𝑓 a.e.
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Let the probability space be given as in Definition 2.5, together with the left shift 𝜎. Assume that
this system is not just measure preserving but also ergodic. Assume further that the 𝑁 × 𝑁 matrices
{M𝑖}𝑖∈I for some countable index set I are good w.r.t. the system (see Definition 3.1 for the definition
of good set of matrices).

In what follows we discuss the Lyapunov and the column sum exponent, starting with the Lyapunov
exponent. For 𝜃𝜃𝜃 = (𝜃1, 𝜃2, . . . ) let 𝑓𝑛 (𝜃𝜃𝜃) := log ∥M𝜃1 · · ·M𝜃𝑛 ∥. Then assumption (1) of Theorem C.1 is
satisfied because of the norm requirements (the first numbered point) in the definition of being good. By
the sub-multiplicativity of the matrix norm (2) is satisfied as well, namely:

𝑓𝑛+𝑘 (𝜃𝜃𝜃) := log
(
∥M𝜃1 · · ·M𝜃𝑛 ·M𝜃𝑛+1 · · ·M𝜃𝑛+𝑘 ∥

)
≤ log

(
∥M𝜃1 · · ·M𝜃𝑛 ∥ · ∥M𝜃𝑛+1 · · ·M𝜃𝑛+𝑘 ∥

)
≤ log

(
∥M𝜃1 · · ·M𝜃𝑛 ∥

)
+ log

(
∥M𝜃𝑛+1 · · ·M𝜃𝑛+𝑘 ∥

)
= 𝑓𝑛 (𝜃𝜃𝜃) + 𝑓𝑘 (𝜎𝑛 (𝜃𝜃𝜃)).

Hence, the following corollary of the combination of Theorem C.1 parts 2 and 3 holds:

Corollary C.2. In the above given setup there exists 𝜆 ∈ R (called (the maximal) Lyapunov exponent)
such that the following holds:

𝜆 := 𝜆(𝜈,B) = lim
𝑛→∞

1
𝑛

log ∥B
𝜃𝜃𝜃 |𝑛 ∥ for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ. (C.1)

Remark C.3. For the conclusion of Corollary C.2 it is enough that the above system is ergodic
and

∫
Σ

max{0, log ∥M𝜃1 ∥}𝑑𝜈(𝜃𝜃𝜃) <∞ and the matrix norm can be any sub-multiplicative norm. The
remaining requirements of being good, namely, having non-negative elements, being allowable and
having a positive product is important for the existence of the column-sum exponent and for the
conclusion of our main theorem.

We now consider the columns sum exponent. It can be shown that for a good set of matrices the
minimum column sum (¤)∗ defined in (3.1) is super-multiplicative in the sense that for the good matrices
M1,M2 we have

(M1M2)∗ ≥ (M1)∗ (M2)∗. (C.2)

Since the direction of the inequality is the opposite of that in the case of the norm, we use the sub-additive
ergodic theorem for the function:

𝑓𝑛 (𝜃𝜃𝜃) = − log
(
(M𝜃1 . . .M𝜃𝑛 )∗

)
, (C.3)

for some 𝜃𝜃𝜃 ∈ Σ. Similarly to the previous part assumption (1) of Theorem C.1 is satisfied because of the
norm requirements (this time the second part of the first numbered point) in the definition of being good.
The second assumption of the theorem is satisfied for similar reasons as in the previous case. Hence, by
multiplying the resulting limit 𝑓 of the conclusion of Theorem C.1 with −1 we can conclude that

Corollary C.4. There exists a 𝜆∗ ∈ R such that

𝜆∗ := 𝜆∗ (𝜈,B) = lim
𝑛→∞

1
𝑛

log(B
𝜃𝜃𝜃 |𝑛 )∗ for 𝜈-almost every 𝜃𝜃𝜃 ∈ Σ.
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