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We consider a special one-parameter family of d-dimensional random,
homogeneous self-similar iterated function systems (IFSs) satisfying the finite
type condition. The object of our study is the positivity of Lebesgue measure
and the existence of interior points in these random sets and in particular
the existence of an interesting parameter interval where the attractor has
positive Lebesgue measure but empty interior, almost surely conditioned on
the attractor not being empty. We give a sharp bound on the critical probability
for the case of positivity Lebesgue measure using the theory of multitype
branching processes in random environments and in some special cases on
the critical probability for the existence of interior points. Using a recent
result of Tom Rush, we also provide a family of such random sets where
there exists a parameter interval for which the corresponding attractor has a
positive Lebesgue measure, but empty interior almost surely conditioned on
the attractor not being empty.

1. Introduction. In this paper we study the positivity of the Lebesgue measure and
the existence of interior points in a family of random self similar sets. For simplicity, we
state and prove everything in the case when our set is in the line; however the proofs with
minimal modification work in higher dimensions as well, see Appendix B together with a
two-dimensional example which can be considered as a Mandelbrot percolation with heavy
overlaps. First, we consider deterministic, homogeneous self-similar sets on the line, such that
the common contraction ratio is a reciprocal of a non-negative integer and every translation
is rational. The corresponding iterated function systems (IFSs) always satisfy the finite type
condition—we don’t impose further separation condition on the IFSs. We can naturally
associate a finite set of matrices tB0, . . . ,BL´1u (see (3.7)) to such IFSs. We randomize the
set analogously to the Mandelbrot percolation by choosing a probability parameter p and
repeating the following two steps:

1. Within each retained cylinder interval, we consider the next level cylinder intervals.
2. Each of them are retained with probability p and discarded with probability 1 ´ p, inde-

pendently of everything.

We repeat the steps ad infinitum or until the process dies out, which we call extinction.
Similarly to the deterministic process the random one is described by the expectation matrices
tM0 “ p ¨ B0, . . . ,ML´1 “ p ¨ BL´1u.

In our main theorem (Theorem 3.4) we state that under mild conditions on the expect-
ation matrices (that they all have a positive element in each row and each column, and
that there exists a strictly positive product of these matrices) the (almost sure) positivity
of the Lebesgue measure of such random IFSs (conditioned on non-extinction) is equival-
ent to the positivity of the Lyapunov exponent λ (see Definition 3.3) of the expectation
matrices. Similarly, we conjecture that the existence of interior points is determined by the
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lower spectral radius qρ (see Definition 6.1) corresponding to the expectation matrices. How-
ever, we could only prove this in some special cases (see Corollary 7.3). In general, we
proved that if log qρ ă 0 then almost surely the attractor has empty interior (see Proposition
6.2). Although we do not know if log qρ ą 0 guarantees the existence of interior points in
our self similar set, in Proposition 7.1 we give a sufficiently general checkable condition
which imply the existence of interior points (almost surely conditioned on non-extinction).

Using that
the conditions
λ ą 0 and
log qρ ă 0 guar-
antees that the
attractor has
positive Le-
besgue meas-
ure but empty
interior almost
surely (the exist-
ence of such de-
terministic self-
similar set on
the line is cur-
rently unknown), in Section 6 we investigate the possibility of the existence of a parameter
interval where the above two simultaneously holds. It turns out that the existence of this
interesting parameter interval follows from the strict convexity of the negative part of the
pressure function P pqq (see Figure 1a), which is known in the case, when the expectation
matrices are invertible (Theorem 6.7) and the monoid generated by them is pinching and
twisting (see Definition 6.5). We provide a sketch of a visual table of contents summarizing
the main results and examples.

2. Notation. For k ą 0, rks :“ t0, . . . , k´1u. We denote the vectors and matrices by bold-
face letters; in particular k :“ pk, . . . , kq. For two N -dimensional vectors u “ pu0, . . . , uN´1q

and v “ pv0, . . . , vN´1q and the N ˆ N matrices U “ pui,jqi,jPrNs and V “ pui,jqi,jPrNs let

u ¨ v :“ u0v0 ` ¨ ¨ ¨ ` uN´1vN´1, u
v “

N´1
ź

i“0

uvi
i and(2.1)

u ď v
U ď V

if and only if
ui ď vi
ui,j ď vi,j

for all i, j P rN s.(2.2)

We further use the strict equality version of (2.2), when all ď is replaced with ă.
Further notation we use throughout paper, including the place of the first occurrence is as

follows.

symbol explanation link

ΛS the attractor corresponding to the IFS S (3.2)

L,M the common contraction ratio of the IFSs, L P N, L ě 2; and M “ #S (3.1)

rKs t0, . . . ,K ´ 1u
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Πp.q
the natural projection from the symbolic space (ΣM “ rM sN) to the
attractor (3.3)

N number of basic intervals: J pkq (k P rN s) (3.9)

J
pkq

θθθ

”

bkL `
řn

ℓ“1 θℓL
´pℓ´1q, bkL `

řn
ℓ“1 θℓL

´pℓ´1q
` L´pn´1q

ı

, θθθ P rLs
n, k P rN s (3.10)

Bθ the N ˆ N coding matrix (3.7)

ΛS,p the random attractor corresponding to the IFS S and probability p (3.14)

λ Lyapunov exponent Def. 3.3

Mθ expectation matrix in the environment θ and also for the CISSIFS (4.1)

qpkqpθθθq,
qpθθθq

the probability that the process starting with one individual of type-k
becomes extinct, and the vector of these, pqpkqpθθθqqkPrNs resp. (4.2)

qρpBq Lower spectral radius corr. to the set of matrices B “ tB0, . . . ,BL´1u Def 6.1

3. Coin-tossing integer self-similar IFSs on the line. In this chapter we first formally
introduce a special type of homogeneous deterministic IFSs (called integer self-similar IFSs
on the line, or shortly ISSIFS). This serves as a skeleton for the random IFS (called coin
tossing ISSIFSs, CISSIFS), which is the object of our interest throughout the paper. It is
defined in the second part of this chapter. Then we state the main theorem (Theorem 3.4) of
the paper, which describes the positivity of the Lebesgue measure of a subfamily of CISSIFSs
in terms of the probability parameter p and the Lyapunov exponents corresponding to the
matrices given in (3.7). Such ISSIFSs were considered by Ruiz in [20] and more general
schemes for randomization occurs in [9], [24].

3.1. Deterministic integer self-similar IFS on the line. Self-similar IFSs on the line are fi-
nite list of contracting similarities of R which can be presented as S “ tSipxq :“ rix ` tiu

M´1
i“0

for some ri P p´1,1qzt0u. In this paper we confine ourselves to the special case when

(a) All contractions are the reciprocal of the same integer: That is ri “ 1{L for an L ě 2,
L P N.

(b) All translations ti are rational numbers.

If we multiply all the translation parameters with the same positive number, the IFS obtained,
has the same properties as the original one. Hence, without loss of generality, we may and
will assume that S is of the form

(3.1) S :“

"

Sipxq :“
1

L
x ` ti

*M´1

i“0

, Si :R Ñ R,

L P Nz t0,1u , ti P N,0 “ t0 ď ¨ ¨ ¨ ď tM´1, L ´ 1|tM´1.

We call an Iterated Function System (IFS) in this form Integer Self-Similar IFS (ISSIFS). The
attractor of F is the unique non-empty compact set Λ for which ΛS “ Λ “

ŤM
i“1 SipΛq. It is

easy to see that

(3.2) Λ “

8
č

n“1

ď

i1...in

Si1...inpIq,
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(a) The shape of the pressure function. In the second case we have
the interesting parameter interval exists.

(b) 45-degree projection of the Si-
erpiński carpet.

Figure 1

where Si1...in :“ Si1 ˝ ¨ ¨ ¨ ˝ Sin and I :“ r0,FixpSM´1qs, where FixpSM´1q is the fixed point
of SM´1. The corresponding symbolic space is ΣM :“ t0, . . .M ´ 1u

N. The natural coding
of the points of Λ by the elements of ΣM is given by

(3.3) Πpiq :“ lim
nÑ8

Si1...inp0q, i “ pi1, i2, . . . q.

Let µ :“
`

1
M , . . . , 1

M

˘N be the uniformly distributed measure on ΣM and denote its push
forward measure by

(3.4) η :“ Π˚µ.

3.1.1. Setup through an example. Before treating a general set of this type, we examine
the example of the 45-degree projection of the Sierpiński carpet. We recommend looking at
Figure 1b while reading the description.

(3.5) S “ tSipxq “
1

3
x ` tiu

7
i“0,

where t0 “ 0, t1 “ t2 “ 1, t3 “ t4 “ 2, t5 “ t6 “ 3 and t7 “ 4. In this case the common
contraction ratio is the reciprocal of L “ 3 and the number of functions is M “ 8. Consider
the triadic intervals

(3.6) Dk :“
␣“

pi ´ 1q3´k, i3´k
‰

: i P Z
(

, k P t´1,0,1,2, . . . u ,

We are particularly interested in the intervals J p0q “ r0,3s, J p1q “ r3,6s P D´1, which we call
basic intervals.

Since the images of the basic intervals under the iterates of the functions of our IFS are
triadic subsets of the basic intervals, we keep track of the number of cylinders of intersecting
a triadic subinterval of J pkq.

Namely, consider the triadic subsets of J pkq,

J
pkq

θθθ “

«

3k `

n
ÿ

ℓ“1

θℓ3
´pℓ´1q,3k `

n
ÿ

ℓ“1

θℓ3
´pℓ´1q ` 3´pn´1q

ff

,

for θθθ P r3sn. For any i P rM sn and basic interval J pℓq for one of the basic intervals J pkq and
θθθ P r3sn we have SipJ

pℓqq “ J
pkq

θθθ . Following Ruiz ([20]) we define altogether L “ 3, 2 ˆ 2 (2
is the number of basic intervals, which determines the shape) matrices

(3.7) Bθpi, kq :“ #
!

ℓ P rM s : SℓpJ
pkqq “ J

piq
θ

)

,
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for θ P r3s, i, k P r2s. The step by step construction of B1 is as follows. The first row describes
the cylinders intersecting J

p0q

1 . One can verify that S0pJ p1qq “ S1pJ p0qq “ S1pJ p0qq “ J
p0q

1 ,
meaning that B1p0,0q “ 2, B1p0,1q “ 1. This can be also read from the figure by inspecting
the middle, light orange stripe through J p0q. This contains two orange (image of J p0q) and one
dark grey (image of J p1q) interval. Altogether

B0 “

„

1 0
2 2

ȷ

, B1 “

„

2 1
1 2

ȷ

, B2 “

„

2 2
0 1

ȷ

.

3.1.2. General setup. Recall that L ě 2 is the reciprocal of the contraction ratio of our
IFS. We introduce the family of partitions (mod 0) of R and refer to the elements of these
partitions as L-adic intervals.

(3.8) Dk :“
␣“

pi ´ 1qL´k, iL´k
‰

: i P Z
(

, k P t´1,0,1,2, . . . u .

Particular attention is given to those elements of D´1 which have positive η-measure (η, the
push-forward of the uniform measure on the codespace was defined in (3.4)). We call these
intervals basic intervals. The number of basic intervals is finite, say N , and the basic intervals
are denoted by

(3.9)
!

J pUq :“ rbUL, pbU ` 1qLs

)N´1

U“0
, bkU P N, bU ă bU`1, U “ 0, . . . ,N ´ 2.

The smallest interval that contains all the basic intervals is I “ r0,FixpSM´1qs “
”

0,L tM´1

L´1

ı

. Here we used that by assumption tM´1

L´1 P N. For every U P rN s the basic in-

terval J pUq subdivides into Ln congruent subintervals contained in Dn´1 (of length L´pn´1q)
which are denoted by J

pUq

θθθ , where θθθ “ pθ1, . . . , θnq P rLsn. More precisely, for U P rN s and
θθθ P rLsn:

(3.10) J
pUq

θθθ “

«

bUL `

n
ÿ

ℓ“1

θℓL
´pℓ´1q, bUL `

n
ÿ

ℓ“1

θℓL
´pℓ´1q ` L´pn´1q

ff

.

For every θ P rLs we define the N ˆ N matrix exactly as in 3.7. Then one can easily check
that for a θθθ “ pθ1, . . . , θnq P rLsn we have
(3.11)

BθθθpU,V q “ pBθ1 ¨ ¨ ¨Bθnq pU,V q “ #
!

pℓ1, . . . , ℓnq P rM sn : Sℓ1...ℓnpJ pV qq “ J
pUq

θθθ

)

.

3.2. Formal definition of CISSIFS. First we define the randomly labelled M -ary trees.
We fix a p P p0,1s and an integer M ě 2. The M -ary tree TM is defined as follows: the root is
denoted by H and all other nodes are the strings over the alphabet rM s. The level of a node
is its length as a string. The n-th level of the tree Mn is the set of all nodes of level n. The
offspring of a node i1 . . . in P Mn are the nodes i1 . . . inin`1 for all in`1 P rM s.

Let ΩM :“ t0,1u
TM be the set of labelled trees (with labels chosen from t0,1u). The

standard σ-algebra on ΩM is denoted by A. We introduce the probability measure Pp on
pΩM ,Aq by assigning a Bernoulli random variable Xi1...in to each node i1 . . . in P TM . The
probability measure Pp is defined such that

(a) XH ” 1,
(b) PppXi1...in “ 1q “ p for all n ě 1 and i1 . . . in P TM ,
(c) tXi1...inui1...inPTM

are independent.
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Figure 2: Example 3.1.

For an ωωωM P Ω and a n ě 1 we write

(3.12) Enpωωωq :“ ti1 . . . in P TM :Xi1 “ Xi1i2 “ ¨ ¨ ¨Xi1i2...in “ 1u .

Moreover, let

(3.13) E8pωωωq :“
␣

i P ΣM :Xi|n “ 1, @n ě 1
(

.

The event that E8 ‰ H is called non-extinction. Then the coin tossing integer self-similar
set corresponding to the ISSIFS (see (3.1)) S and the probability p is

(3.14) ΛS,ppωωωq “ ΠpE8pωωωqq,

where Π was defined in (3.3). Assume that the deterministic self-similar IFS S is of the form
of (3.1), and satisfies the Open Set Condition (see [7]). It follows from a theorem of Falconer
[6] and Mauldin-Williams [17] that for Pp-a.e. ωωω P Ω

(3.15) dimHΛS,ppωωωq “ dimBΛS,ppωωωq “
logpMpq

logL
, if ΛS,ppωωωq ‰ H.

3.3. Random sponges of Rd and their projections. Analogously to CISSIFS we can
define random d-dimensional sponges (d ě 2), with the modification that instead of the
(deterministic) ISSIFS S we consider an IFS F corresponding to a d-dimensional sponge.
Namely, choose a parameter K and an arbitrary subset tdiu

M´1
i“0 (of size 2 ď M ď Kd ´ 1) of

the set ttiu
Kd´1
i“0 , the enumeration of the left bottom corners of the K-mesh cubes contained

in r0,1sd. The IFS F corresponding to K and tdiu
M´1
i“0 is

F :“
!

fipxq “
x

K
` ti

)M´1

i“0
.

For a P Rd we define the projection proja :Rd Ñ R, projapxq “ a ¨ x, where ¨ denotes the
standard dot product in Rd. We say that proja is a rational projection if all coordinates of a
is a rational number. The rational projections of random d-dimensional sponges to lines are
examples of CISSIFSs. We repeatedly refer to the following example.

EXAMPLE 3.1. Let

Sipxq “
1

2
x ` ti,

where ti “ 0,1,2,4. Note that this IFS is not a projection of a 2 dimensional carpet. Consider
the CISSIFS corresponding to this IFS. In this case N “ 4, L “ 2 and the expectation matrices
are

M0 “ p ¨

»

—

—

–

1 0 0 0
1 1 1 0
1 0 1 1
0 0 1 0

fi

ffi

ffi

fl

, M1 “ p ¨

»

—

—

–

1 1 0 0
0 1 1 1
0 1 0 2
0 0 0 1

fi

ffi

ffi

fl

.
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In Application 6.9 we prove the existence of the interesting parameter interval—that is, the
interval of p’s for which ΛS,p has positive Lebesgue measure but empty interior almost surely
conditioned on non-extinction.

In Application 7.5 we estimate the probability pp such that for all p ą pp, ΛS,p contains an
interval almost surely conditioned on non-extinction.

3.4. The result. Let S “ tSiu
M´1
i“0 be an ISSIFS of the form of (3.1). Let p P r0,1s. We

write ΛS,p for the corresponding coin tossing integer self-similar set defined in Section 3.2.
Let B :“ tB0, . . . ,BL´1u, where the matrices Bθ , θ P rLs were defined in (3.7). Let ν be any
ergodic measure on Σ.

DEFINITION 3.2 (Good set of matrices). In the above setup we say that B is good (w.r.t
the ergodic measure ν) if

• every element of B is non-negative;
• every element of B is allowable (i.e. every row and column contains a strictly positive
element), and

• there exists pθ1, . . . , θnq such that νptθθθ : θθθ|n “ pθ1, . . . , θnquq ą 0 the product Bθ1 ¨ ¨ ¨Bθn

is strictly positive.

We inspect the push-forward of the measure ν by the coding map in each of the basic
intervals. Namely, for each U P rN s we define the projection ΓpUq : Σ Ñ J pUq,

(3.16) ΓpUqpθθθq :“ bUL `

8
ÿ

ℓ“1

θℓL
´pℓ´1q,

recall that bUL is the left-endpoint of the interval J pUq. This mapping is a (ν-mod 0) bijection
between the code-space Σ and J pUq. We define the (not probability) measure rν on the set
Ť

UPrNs J
pUq in the following way:

(3.17) rνpUq :“ Γ
pUq
˚ ν and rν “

ÿ

UPrNs

rνpUq.

The Lyapunov exponent corresponding to the ergodic measure ν and the good matrices B:

DEFINITION 3.3 (Lyapunov exponent). We are given an ergodic measure ν on pΣ, σq and
a B “ tBiuiPI , which is good with respect to ν. The Lyapunov-exponent corresponding to B
and ν is

λ :“ λpν,Bq “ lim
nÑ8

1

n
log }Bθθθ|n

}˚ for ν-almost every θθθ P Σ,

where }.}˚ is any submultiplicative matrix norm.

The existence of λ as defined above follows from [27, Corollary 10.1.1] and the ergodicity
of ν.

We state the main theorem of the paper.

THEOREM 3.4. We suppose that B is good w.r.t. the ergodic measure ν. Consider the
Lyapunov exponent λpν,Bq.

1. If e´λ ă p, then rνpΛS,pq ą 0 almost surely conditioned on non-extinction.
2. If e´λ ě p then rνpΛS,pq “ 0 almost surely.
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Figure 3: The approximations of the (deterministic) right-angled Sierpiński gasket and the IFS
corresponding to projpGpq.

In particular, when ν “
`

1
L , . . . ,

1
L

˘N, then rν is the (positive) constant multiple of the
Lebesgue measure restricted to the union of the basic intervals:

Ť

UPrNs J
pUq. In this way,

since ΛS,p Ă
Ť

UPrNs J
pUq the statement above is an if and only statement about the positivity

of Lebesgue measure of the random attractor.

We prove this theorem in Section 5 with the use of Theorem 4.1 stated below.

EXAMPLE 3.5 (Random right-angled Sierpiński gasket). In this example we look at the
random one-dimensional system which is the 45-degree projection of the random right-angled
Sierpiński gasket, the attractor (see Figure 3) of the following self-similar IFS in R2.

S :“

"

Sipxq “
1

2
x ` ti

*3

i“0

,

where ttiu
3
i“0 is an enumeration of the set

␣

0, 12
(2

z
␣`

1
2 ,

1
2

˘(

. We obtain the randomized
set (with parameter p) as described in Section 3.3 for the deterministic IFS above which we
denote by Gp. Consider proj : R2 Ñ R, projpx, yq :“ ´x ` y, the rescaled version of the
45-degree projection. We investigate projpGpq, see Figure 3. In this case L “ N “ 2 and S “
␣

Sipxq “ 1
2x ` 2pi ´ 1q

(3

i“1
. The types are determined by the basic intervals, J p0q :“ r0,2s

and J p1q :“ r2,4s. The environments are identified with θθθ “ pθ1, θ2, . . . q P t0,1uN. By (3.7)
we have

B0 “

„

1 0
1 1

ȷ

,B1 “

„

1 1
0 1

ȷ

.

According to [16] the lower and upper bounds for the Lyapunov exponent λ in this case is
0.3961 and 0.3962 respectively. Meaning that if we choose p ą e´λ ě 0.6729 . . . then ΛG,p
has positive Lebesgue measure almost surely conditioned on non-extinction. Note that in [22,
Section 2.3] we also gave a lower bound, but in that case the lower bound for LebpGpq ą 0
was much worse, p ą 1?

2
“ 0.707 . . . .

4. Extinction of MBPREs. In this paper we only consider a special setup for Multitype
branching processes in random environments (MBPREs), for the general construction see for
example [1], [15], [23], [25].

From now on we refer to distributions with their probability generating functions (pgfs).
In our special case we are given a finite alphabet rLs “ t0,1, . . . ,L ´ 1u indexing the set of
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offspring distributions,

F “ pf0, . . . , fL´1q, fθ “ pf
p0q

θ , . . . , f
pN´1q

θ q,

where for each θ P rLs j P rN s, f pjq

θ is an N -dimensional probability distribution taking values
from NN

0 , the space of non-negative integer vectors with N components.
Namely,

f
pjq

θ psq “
ÿ

zPNN
0

f
pjq

θ rzssz, for s P r0,1sN ,

where for pz0, . . . , zN´1q “ z P NN
0 , f pjq

θ rzs denotes the probability that the value of the
(vector) random variable distributed according to f

pjq

θ is z.
We define Σ :“ rLsN, all infinite words over our alphabet and the usual σ-algebra A on

it. We consider the dynamical system pΣ,A, σq, where σ is the left-shift map, namely for
θθθ “ pθ1, θ2, . . . q P Σ, we have σpθθθq “ pθ2, θ3, . . . q. Assume that we are given θ “ pθnqně1 P Σ.
We identify the infinite sequences pfθ1 , fθ2 , . . . q, (fθi P F) of probability distributions with
their indices, namely pθ1, θ2, . . . q “ θθθ „ pfθ1 , fθ2 , . . . q.

With this identification, Σ is the set of possible environments: For an environment θθθ P Σ
let pZnpθθθqqně1 be the time-inhomogeneous branching process driven by the sequence of
offspring distributions pfθ1 , fθ2 , . . . q. Now we choose an ergodic (probability) measure ν on
pΣ,A, σq—a distribution on the environments. The MBPRE corresponding to Σ and ν is
denoted by Z “ pZnqně1.

In the next chapter we will describe MBPREs associated to CISSIFs. For a short introduction
about the construction of MBPREs see Appendix A.

For each θ P rLs we define the expectation matrices

(4.1) Mθpi, jq :“
Bf

piq
θ

Bsj
p1q.

For θθθ P Σ let qpkqpθθθq denote the probability that the process pZnpθθθqqně1 starting with one
individual of type-k becomes extinct. We denote

(4.2) qpθθθq :“ pqp0qpθθθq, . . . , qpN´1qpθθθqq.

The following theorem regrading the extinction probability of an MBPRE described above
is a straightforward consequence of [18, Theorem 1.1].

Note that in the non-critical case, under the assumptions Theorem 4.1 below there are only
two possibilities; either

• qpθθθq “ 1 for ν almost every θθθ, or
• qpθθθq ă 1 for ν almost every θθθ,

meaning that in both cases ν almost surely it can not happen that starting with one individual
of a given type the process dies out whereas starting from another type the process does not
become extinct with positive probability.

THEOREM 4.1. Let L ě 2 and Σ :“ rLsN, and suppose ν is the uniform measure on Σ.
Assume that for all θ P rLs and i P rN s the elements (ℓ “ 0, . . . ,N ´ 1) of the multivariate

distributions f piq
θ are independent, and Binomial with parameters kpθ, i, ℓq P N and p. Namely,

for s “ ps0, . . . , sN´1q P r0,1sN all pgfs has the following form: f piq
θ psq “

śN´1
ℓ“0 p1 ´ p `

psℓq
kpθ,i,ℓq.

Assume further that M “ tM0, . . . ,ML´1u is a good set matrices in a sense of Definition
3.2. Then
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1. If λ ą 0 then qpθθθq ă 1 for ν-almost every θθθ P Σ.
2. If λ ă 0 then qpθθθq “ 1 for ν-almost every θθθ P Σ.
3. If λ “ 0 and there exists a θ P rLs such that for every type i the probability that a type i

individual gives birth to only 0 or 1 child is less than 1 then qpθθθq “ 1 for ν-almost every
θθθ P Σ.

5. The MBPRE of a CISSIFS. For a less formal explanation through an illustrative
example see [18, Section 1.3]. We use the notation of Section 3. In what follows we formally
define the MBPRE corresponding to a given CISSIFS (defined in Section 3.2) corresponding
to the integer self-similar IFS S with contraction ratio L´1 and basic intervals J pUq, U P rN s

(see Section 3.1).

• The environments are denoted by θθθ “ pθ1, θ2, . . . q P Σ “ rLsN. We choose a random envir-
onment according to an ergodic invariant measure ν on pΣ, σq. Most commonly we choose
the uniform measure ν :“

`

1
L , . . . ,

1
L

˘N on Σ to investigate the Lebesgue measure of the
attractor of the CISSIFS.

• There are N types, and the type space is identified with rN s. Each type corresponds to the
image of the interval J pV q, V P rN s in a way described below.

5.1. The multitype branching process description of a CISSIFS. We fix an environment
θθθ “ pθ1, θ2, . . . q P Σ, and U P rN s (the index of the basic interval we start with). On level 0
we have 1 individual of type-U for a U P rN s. That is Z0 “ eU .

We denote types by indices, namely, we define the level n ě 1 individuals of type-V in
environment θθθ in the basic interval J pUq:

(5.1) X V
U,θθθ,n

:“
!

i P En : SipJ
pV qq “ J

pUq

θθθ|n

)

.

Let i P X V
U,θθθ,n

. Then the type W P rN s offspring of the type-V individual i in the environment

θθθ, in the basic interval J pUq is

(5.2) YpV q

i,U,θθθ|n`1
pW q :“

!

iin`1 P En`1 : Siin`1pJ pW qq “ J
pUq

θθθ|n`1

)

.

Moreover, for an i P X V
U,θθθ,n

let

(5.3) Y
pV q

i,U,θθθ|n`1
pW q :“ #YpV q

i,U,θθθ|n`1
pW q.

Then by definition,

(5.4)
ď

V PrNs

ď

iPXV
U,θθθ,n

YpV q

i,U,θθθ|n`1
pW q “ XW

U,θθθ,n`1
.

Observe that

If i P X V
U,θθθ,n

, then(5.5)

iin`1 P XW
U,θθθ,n`1

ðñ

´

Sin`1pJ pW qq “ J
pV q

θn`1
and iin`1 P En`1

¯

.(5.6)

Note that the event in the bracket in the previous line is independent for different i P X V
U,θθθ,n

,

and it has probability p if Sin`1pJ pW qq “ J
pV q

θn`1
. That is for every i P rM sn

(5.7) P
´

iin`1 P XW
U,θθθ,n`1

|i P X V
U,θθθ,n

¯

“ P
´

in`1 P XW
V,θn`1,1

¯

“

#

p, if Sin`1pJ pW qq “ J
pV q

θn`1
;

0, otherwise.
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Recall that the event tk P XW
V,θn`1,1

u coincides with the event tk P E1, SkpJ pW qq “ J
pV q

θn`1
u,

for every k P rM s. Now we shall recall the definition of the B matrices from (3.7) to see that
(5.7) implies that for i P X V

U,θθθ,n
we have

(5.8) E
´

Y
pV q

i,θθθ|n`1
pW q

¯

“ pBθn`1pV,W q.

Now for every i P X V
U,θθθ,n we form the random vectors

(5.9) Y
pV q

i,θθθ|n`1
:“

´

Y
pV q

i,θθθ|n`1
p0q, . . . , Y

pV q

i,θθθ|n`1
pN ´ 1q

¯

.

By definition, these random vectors are independent and are independent of X V
U,θθθ,n given

i P X V
U,θθθ,n. We consider

(5.10) ZpUq
n pθθθq “ pZpUq

n pθθθqp0q, . . . ,ZpUq
n pθθθqpN ´ 1qq :“

ÿ

V PrNs

ÿ

iPXV
U,θθθ,n

Y
pV q

i,θθθ|n`1
.

Then ZpUqpθθθq “

!

Z
pUq
n pθθθq

)8

n“0
is a multitype branching process in a varying environment

with initial distribution Z0 “ eU . For this, given ν, we can define the corresponding MBPRE
ZpUq for each U P rN s. This process corresponds to the U -th interval (J pUq) of CISSIFS ΛS,p.
The correspondence can be described as follows. Recall that for a U P rN s we defined the
projection ΓpUqpθθθq :“ bUL `

ř8

ℓ“1 θℓL
´pℓ´1q (bUL is the left-endpoint of the interval J pUq).

This projection connects the environments of the MBPRE ZpUq to the points of the attractor
ΛS,p contained in J pUq. Assume that we are given an x P

Ť

UPrNs J
pUq. Then there exist a

coding given by the index of the basic interval containing x (say U P rN s) and the L-adic
coding of x "inside" the interval (θθθ), namely there exists U P rN s and a θθθ “ pθ1, θ2, . . . q P Σ
such that x “ ΓpUqpθθθq, which coding is ν-mod 0 unique. Clearly, by the definition of the
process ZpUq, if the process does not die out in the varying environment θθθ (for a given
realization ωωω) then x P ΛS,ppωωωq.

It follows from (5.8) that the expectation matrices for Z are

(5.11) Mθ :“ p ¨ Bθ, for θ P rLs.

By Theorem 4.1, if M “ tM0, . . . ,ML´1u is good w.r.t. ν and the Lyapunov exponent
(λM,ν) corresponding to the expectation matrices is positive then for ν-almost every θθθ P Σ

the processes ZpUq does not die out with positive probability (i.e. qpθθθq ‰ 1). Hence, there is
an index U P rN s for which we can find a pΣ Ă Σ, with νppΣq ą 0 such that for all θθθ P pΣ, we
have qpUqpθθθq ‰ 1. This means that x “ bUL `

ř8

ℓ“1 θℓL
´pℓ´1q will be contained in ΛS,p with

positive probability. In this way we have proved the following lemma:

LEMMA 5.1. Assume that we have a CISSIFS with contraction ratio L´1 as it was defined
in Section 3.2, and an ergodic measure ν on pΣ, σq where Σ :“ rLsN. The basic intervals
are J pkq, k P rN s (see (3.9)) and the expectation matrices are Mθ “ pBθ , θ P rLs (see (3.7)).
Assume that M “ tM0, . . . ,ML´1u is good w.r.t. ν. Then there exist a set K Ă

Ť

UPrNs J
pUq

of positive rν-measure ((3.17)) such that

(5.12) Ppx P ΛS,pq ą 0, for every x P K.

In a special case of the uniform measure it was shown in [22] that this implies that
rνpΛS,pq ą 0 almost surely conditioned on non-extinction. For the convenience of the reader
we present the proof in this more general case.
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LEMMA 5.2. 1. If there exist a set K of rν-positive measure such that for x P K: Ppx P

ΛS,pq ą 0, then

(5.13) PprνpΛS,pq ą 0q ą 0.

2. If for rν almost every x: Ppx P ΛS,pq “ 0, then

(5.14) PprνpΛS,pq ą 0q “ 0.

PROOF. (5.13) holds if and only if EprνpΛS,pqq ą 0, and (5.14) if and only if EprνpΛS,pqq “

0. Observe that

E prν pΛS,pqq “

ż

Ω

rν pΛS,p pωωωqqdP pωωωq “

ż

Ω

ż

I

11tx P ΛS,p pωωωqudrν pxqdP pωωωq

“

ż

I

ż

Ω

11tx P ΛS,p pωωωqudP pωωωqdrν pxq “

ż

I

P px P ΛS,pqdrν pxq .

The assertion of the first part of the lemma, rνptx : Ppx P ΛS,pq ą 0uq ą 0, implies that
EprνpΛS,pqq ą 0. While the assertion of the second part rνptx : Ppx P ΛS,pq ą 0uq “ 0 implies
that EprνpΛS,pqq “ 0.

PROOF OF THEOREM 3.4. The first part of the theorem follows from the combination of
Lemma 5.1 and a standard 0´ 1-type lemma on percolation sets (see for example [22, Lemma
3.9]).

The second part is again the combination of Lemma 5.2 and the second part of Theorem
4.1.

6. Non-existence of interior points and positive Lebesgue measure.

6.1. Non-existence of interior points. In this section we consider certain conditions under
which a CISSIFS (defined in Section 3.2) does not contain an interval. We follow the notation
of [14].

DEFINITION 6.1 (Lower spectral radius). Consider the set of matrices B “ tB0, . . . ,BL´1u

and a sub-multiplicative matrix norm } ¨ }˚.

qρnpB, } ¨ }˚q :“ inft}Bi1 ¨ ¨ ¨Bin}
1
n
˚ , Bij P B, 1 ď j ď nu

then the lower spectral radius corresponding to B is

qρpBq “ lim
nÑ8

qρnpB, } ¨ }˚q,

where the limit above exists, see [14].

Recalling the notation of Section 3.4, let S “ tSiu
M´1
i“0 be an ISSIFS of the form of (3.1).

Let p P p0,1s. We write ΛS,p for the corresponding coin-tossing integer self-similar set defined
in Section 3.2. Let B :“ tB0, . . . ,BL´1u, where the matrices Bθ, θ P rLs were defined in
(3.7).

PROPOSITION 6.2. If p ă pqρpBqq´1, then ΛS,p does not contain an interval almost surely.
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PROOF. We use a standard argument similar to the one used in [4]. In the definition of the
lower spectral radius (Definition 6.1) for a non-negative matrix A let }A}˚ “ }A} :“

ř

i,j Ai,j .
Since p ¨ qρpBq ă 1, we can choose an ε ą 0 such that p ¨ qρpBq ă 1´ 2ε. For this ε there exists
an rN , such that for all n ą rN

(6.1) p ¨ qρnpB, } ¨ }q ă p1 ´ εq.

Fix m “ rN ` 1. For this m, by the previous observation, there exists a θθθ “ pθ1, . . . , θmq such
that p}Bθ1 ¨ ¨ ¨Bθn}

1
n ă p1 ´ εq, therefore

(6.2) }Mθ1 ¨ ¨ ¨Mθn} ă p1 ´ εqn.

Let θθθn denote the vector which we get by concatenating θθθ with itself n times. Then clearly,
lim
nÑ8

}Mθθθn} “ 0. By the submultiplicativity of the matrix norm it follows that for any ck “

pc1, . . . , ckq P rLsk:

(6.3) lim
nÑ8

}Mckθθθn} “ 0.

Let ck P rLsk be given, denote θθθ “ pck,θθθ,θθθ, . . . q and recall that
ř

UPrNs Z
pUq

k`npθθθq denote the

number of level k ` n cylinders intersecting
Ť

UPrNs J
pUq

ckθθθn
. Since

E
`

ÿ

UPrNs

Z
pUq

k`npθθθq
˘

“ }Mckθθθn} Ñ 0 as n Ñ 8,

by Markov’s inequality;

P
`

ÿ

UPrNs

Z
pUq

k`npθθθq ě 1
˘

ď E
`

ÿ

UPrNs

Z
pUq

k`npθθθq
˘

Ñ 0 as n Ñ 8.

In this way the points
ď

UPrNs

č

ně1

J
pUq

ckθθθn

are not contained in ΛS,p with probability one. By varying ck we get a countable dense subset
of

Ť

UPrNs J
pUq which is not contained in ΛS,p with probability one, hence it can not contain

an interval.

6.2. Non-existence of interior points and positivity of Lebesgue measure. In this section
we examine the following question; under what conditions can we guarantee the existence
of a parameter interval (of p) such that for any probability from the interval we have that
the random attractor, ΛS,p has positive Lebesgue measure almost surely, conditioned on non-
extinction, but it does not contain interior points almost surely. It follows from Proposition
6.2 and Theorem 3.4 that under the conditions of Theorem 3.4 if the Lyapunov exponent (see
Definition 3.3) with respect to the uniform measure (denoted by λ) is strictly greater than the
logarithm of the lower spectral radius, see 6.1 (denoted by log qρ), then pe´λ, qρ´1q is a proper
parameter interval, for which the desired properties hold. One example for such behaviour is
Example 3.5. In this case the lower spectral radius equals to 1, hence log qρ “ 0 but recall that
0.3961 ă λ ă 0.3962.

An example, where such parameter interval does not exist appears in [19]. From this work
it follows that for any projections of homogeneous Mandelbrot percolations the parameter
interval does not exists.

A possible way to approach the problem of having empty interior and positive Lebesgue
measure is to study the set of matrices B “ tB0, . . . ,BL´1u determined by the self-similar
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integer IFS. The matrices we get when considering this special family of IFSs are always
non-negative and their sum is a primitive matrix. Consider the pressure function:

(6.4) P pqq :“ lim
nÑ8

1

n
log

ÿ

θθθPrLsn

}Bθθθ}q˚.

The pressure functions of matrices with the above property are investigated in [2] and a
more general class for example in [12], [10], [11]. Under the non-negativity and primitivity
assumptions mentioned above, the defining limit exists for all q P R, and the pressure function
is continuous, convex and monotone increasing for all q P R and continuously differentiable
for q ą 0 (see, for example, [2]). The following section explains the relevance of pressure
in the context of this problem. Firstly the asymptote of the pressure function at ´8 is the
logarithm of the lower spectral radius (see [11, Lemma 2.3 (b)]), namely:

(6.5) log qρpBq “ lim
qÑ´8

P pqq

q
.

On the other hand it has been shown in [2, Proof of Lemma 4.9.], that the right derivative of
the pressure function at 0 is the Lyapunov exponent:

LEMMA 6.3. Assume that the set of matrices B is good (see Definition 3.2) with respect
to the uniform measure on Σ. If the negative part of the pressure function is not a straight line,
then there exists a parameter interval pp0, p1q such that for every p0 ă p ă p1 the random
attractor ΛS,p has positive Lebesgue measure almost surely conditioned on non-extinction,
but it does not contain an interior point almost surely.

6.2.1. Partial solution. In some special cases it is known from Theorem 6.7 below that
the negative part of the pressure function is strictly convex. The Theorem requires that all
matrices are invertible, which in general does not hold for the matrices defined in (3.7) in
section 3.1 corresponding to integer self-similar IFSs on the line. See for example Example
2.2 in [22] corresponding to the projection of the Menger sponge to the space diagonal of the
unit cube in R3 (note however that in this case we know that the interesting parameter interval
exists by different considerations). In some cases however the conditions of the theorem are
satisfied (see later Application 6.8). Before stating the theorem and present the examples, we
first introduce some notions, mostly based on Viana’s lecture on Lyapunov exponents [26].

Recall that we denote by pΣ, σq the (one-sided) shift space over the finite alphabet rLs.
Let MpR,Nq denote the set of N ˆ N real matrices. For an A : Σ Ñ MpR,Nq we define

the matrix cocycle

(6.6) Apθθθ,nq :“ Apσn´1pθθθqq ¨ ¨ ¨Apθθθq,

for θθθ P Σ and n P N. From now on we restrict ourselves from A :MpR,Nq Ñ MpR,Nq to
A : GLpN,Rq Ñ GLpN,Rq, the space of cocycles of the N ˆ N invertible, real matrices.

We say that A is a one-step cocycle if A only depends on the first letter of θθθ. In this case
there is a natural correspondence between one-step cocycles and the elements of the set
GN,L “ tB “ tB0, . . . ,BL´1u,Bi P GLpN,Rqu, hence for θθθ “ pθ1, θ2, . . . q

(6.7) Apθθθ,nq “ Mθn ¨ ¨ ¨Mθ1 .

In this case we write A „ B.
Given a matrix B P GLpN,Rq,
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NOTATION 6.4. Let σ1 ě ¨ ¨ ¨ ě σN the singular-values of the matrix B. The eccentricity
of the matrix is,

(6.8) EccpBq “ min
1ďℓăN

σℓ

σℓ`1
.

The Grassmanian manifold is denoted by Grasspℓ,Nq.

DEFINITION 6.5 (Pinching, Twisting). The one-step cocycle A „ B “ tB1, . . . ,BLu is

1. pinching if there exists a product Bi1 ¨ ¨ ¨Bin , Bij P B with arbitrarily large eccentricity
EccpBi1 ¨ ¨ ¨Binq.

2. Twisting if for any F P Grasspℓ, dq and any finite family G1, ...,GK of elements of
Grasspd ´ ℓ, dq there exists a product pB “ Bi1 ¨ ¨ ¨Bin , Bij P B such that pBpF q X Gi “

t0u for all i “ 1, . . . ,K .

DEFINITION 6.6 (1-typical). A one-step cocycle is 1-typical if it is pinching and twisting.

COROLLARY 6.7 (Corollary of [21, Theorem 9.1]). Consider a 1-typical one-step cocycle.
Then the corresponding pressure function is either affine in its domain or strictly convex in a
neighbourhood of 0.

It was proven in [2] that the pressure function of the matrices corresponding to rational
projections of 2-dimensional sponges is not a straight line in its whole domain when the
reciprocal of the contraction ratio is not a divisor of the number of retained level 1 cylinders.
Their proof could be generalized for the case of general matrices corresponding to CISSIFSs,
this proof can be found in the Appendix of [22].

APPLICATION 6.8 (45˝ projection of the Sierpiński carpet). Recall from Section 3.1.1
the expectation matrices corresponding to the 45˝ projection of the Sierpiński carpet are the
following. It follows from [26, Exercise 1.7] that the monoid corresponding to the matrices
is pinching and twisting. Namely, B0, B1 and B2 are invertible, 2 ˆ 2 matrices with the
following property: B0 and B2 are hyperbolic (i.e. they both have two different eigenvalues),
hence the monoid is pinching, and they also don’t share an eigensubspace, thus it is twisting
as well. Hence the assumptions of Theorem 6.7 are satisfied. Consequently, in this case the
interesting parameter interval exists.

APPLICATION 6.9 (Example 3.1 continued). The two matrices are invertible. It can be
checked that the conditions mentioned in the previous example hold for the choice A1 “

B0 ¨ B1 and A2 “ B2
1. Hence the interesting parameter interval exists.

7. Existence of interior points. In [22] we gave a condition on the expectation matrices
under which the random attractor contained an interior point almost surely conditioned on
non-extinction. Namely, we required that all the expectation matrices has all column sums
greater than 1. In some cases this turned out to be sufficient condition (see for example [22,
Theorem 2.1] about the Menger-sponge) but in general this is not sufficient as we show in
case of Example 3.1.

We will show that this is indeed the case here using the following proposition.
Let VpNq “ tu P NNu, the set of non-negative integer vectors of length N .

PROPOSITION 7.1. Consider the CISSIFS with attractor ΛS,p and expectation matrices
M “ tM0 “ p ¨ B0, . . . ,ML´1 “ p ¨ BL´1u. Assume that there exists a non-empty set U :“
tu1, . . . ,umu Ă VpNqzt0u
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1. There exists u˚ P U and there exists θθθ˚ P rLsS
˚

for some S˚ ě 1 and an U˚ P rN s such
that
(a)

(7.1) eTU˚Bθθθ˚ ě u˚.

(b) For the deterministic attractor ΛS , ΛS X J pθθθ˚q contains an interior point. (Note that
this holds when the deterministic attractor is itself an interval.)

2. Further, there exists a γ1 ą 1 and a level S1 such that for all θθθ P rLsS
1

there exists a
non-negative, |U | ˆ |U | matrix Aθθθ with all row sums greater than γ1 (i.e. for all i P r|U |s
ř

kPr|U |s Aθθθpi, kq ą γ1 ą 1). Assume that for this Aθθθ

(7.2) UMθθθ ě AθθθU,

where U is the |U | ˆ N matrix having row vectors uT
i for i “ 1, . . . ,m.

Then Λp contains an interval almost surely conditioned on non extinction.

In what follows we give Condition 2˚, an alternative to Condition 2 which we will show to
be equivalent in Lemma 7.4. Then we state a Corollary of the Proposition, about some cases
when the existence of interior point in the projection depends on the lower spectral radius
corresponding to the expectation matrices. The corollary states that this surely happen, when
we can get the lower spectral radius by instead of using a submultiplicative matrix norm in the
definition we use the supermultiplicative minimum columns sum. Then in Application 7.5 we
use our Proposition on Example 3.1, and finally (before the proofs) in Remark 7.6 we explain
the intuitive meanings of both Conditions 2 and 2˚.

DEFINITION 7.2 (Condition 2˚). There exists a γ ą 1 and a level S such that for all u P U
and for all θθθ P rLsS there exists a v P U such that

(7.3) uTMθθθ ě γv.

COROLLARY 7.3 (of Proposition 7.1). If for the expectation matrices M of the CISSIFS
it holds that

(7.4) 1 ă qρpMq “ lim
nÑ8

qρnpM, p¨q˚q,

where pMq˚ is the minimal column sum (pMq˚ “ minj
ř

iMpi, jq) of the matrix M then
Condition 2 of Proposition 7.1 is satisfied for U “ tp1, . . . ,1qu.

PROOF OF COROLLARY 7.3. If (7.4) holds, it means, that there exists an n such that for
all θθθ P rLsn we have

(7.5) eTMθθθ ě αeT ,

for some α ą 1.

LEMMA 7.4. Condition 2 and Condition 2˚ are equivalent (the parameters γ and S might
differ).

APPLICATION 7.5 (Example 3.1). In both examples we estimated the probability using
Wolfram Mathematica. In case of Example 3.1

U “ tp1,0,1,0q, p0,1,0,1qu,

in this case our estimation for the critical probability is pp ď 377´1{13 „ 0.633607. Hence,
from Proposition 7.1 it follows that if we choose p ą 77´1{13, the CISSIFS in Example 3.1
contains an interval almost surely conditioned on non-extinction.
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REMARK 7.6 (The meaning of the assumptions in Proposition 7.1). The set of vectors U
contains some possible arrangement of types, e.g. p1,0,1q would mean we have one of the
type 0 and one of the type 2 individuals and zero of the type-1 individuals. The first condition
guarantees that with positive probability we can reach one of the possible arrangements from
U . Before explaining the meaning of Condition 2 and 2˚ we first explain the key idea behind
these types of proofs which appears in multiple papers (e.g. [8], [4], [3],[19] and [22]). In [8],
Falconer and Grimmett consider projections to the coordinate axes. They amongst other topics
investigate the existence of interior points in these projections. Because of the special direction
of the projection in the proof exactly one type appears. In this case there exists interval in the
random attractor (with probability one conditioned on non-extinction) iff in all environments
the expected number of individuals are greater than 1. In [4] and [22] we already have multiple
types, in these cases what we ask that in every environment, if we start the process with one
individual from each type, then from each type the expected number of individuals will be
greater than one. This is phrased as: all column sums of all expectation matrices are greater
than 1. This requirement is a special case of condition 2˚ (hence also of Condition 2), namely
in the above case condition 2˚ is satisfied with U “ tp1, . . . ,1qu. Intuitively this means that if
we glue together all the types and consider that as a "meta"-type, then the expected growth
of the number of individuals of this "meta"-type is greater than one. This is relaxed in a way
that we ask for similar growth in every environment (in expectation) however we ask for a
set of vectors such that for each vector from the set the growth is attained. Which can be
phrased as, we have multiple "meta"-types (arrangement of actual types), and we require that
in each environment each "meta"-type expected behaviour is that it gives birth to more than
one individual of one given "meta"-type (Condition 2˚).

Now, condition 2 is a very natural generalization of this in a way, that in expectation it gives
birth to more than one individual of all the "meta"-types together.

In what follows we present the proofs of the statements.

PROOF OF LEMMA 7.4. It is easy to see that Condition 2˚ implies Condition 2, in that
case the matrix Aθ has exactly one positive element in each row. Condition 2˚ can be rephrased
in the following way: Assume that there exists a level S such that for all θθθ P rLsS

1

there exists
a non-negative |U | ˆ |U | matrix Aθθθ with the property that every row of Aθθθ contains exactly
one element which element is greater than γ. To prove that this 2 implies 2˚ choose S so that
γ1S{|U | ą γ. Then since the smallest column sum of a product of matrices is greater than the
product of the smallest column sums (see Fact 7.7) we get that for any θθθ “ θθθ1 . . .θθθS P rLsS

1¨S :

(7.6) UMθθθ ě Aθθθ1UMθθθ2 . . .MθθθS ě Aθθθ1 . . .AθθθSU.

Since all row sums of Aθθθi are greater than γ1 it follows that the product has all row sums
greater than γ1S from which it follows that each row has at least one element which is greater
than γ1S{|U | ą γ, by the choice of S1, which proves that the required condition follows.

Now we state (without proof) a very simple fact.

FACT 7.7. 1. A1 ě A2 implies that for any non-negative matrix B, A1 ¨ B ě A2 ¨ B.
2. The minimal row-sum is super-multiplicative for non-negative matrices.

FACT 7.8 (Large deviation theorem). Assume that the random variables S1, . . . ,Sℓ are
independent and identically distributed and has the same distribution as S, with EpSq “ γ ą η.
There exists a 0 ă δ ă 1 such that

PpS1 ` ¨ ¨ ¨ ` Sℓ ď η ¨ ℓq ď δℓ.
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In the proof of the Proposition 7.1 we use the notation of Section 5.1. By a very similar
argument as in the beginning of Section 5.1 analogous to (5.10) it can be shown that

LEMMA 7.9. For all fix U P rN s and θθθ P Σ we have for all W P rN s

(7.7) Z
pUq

n`kpθθθqpW q “
ÿ

V PrNs

ÿ

iPXV
U,θθθ,n

Y
pV q

i,θθθ|n`k,k
pW q,

where

• Y
pV q

i,θθθ|n`k,k
pW q are jointly independent random variables for V P rN s, i P X V

U,θθθ,n,W P rN s,
• they are also independent of XU,θθθ,n and
• for V P rN s, i P X V

U,θθθ,n,W P rN s

Y
pV q

i,θθθ|n`k,k
pW q

d
“ Z

pV q

k pσnpθθθqqpW q.

Conditioned on X V
U,θθθ,n

we usually write

Z
pUq

n`kpθθθqpW q “
ÿ

V PrNs

Z
pUq
n pθθθqpV q
ÿ

j“1

Y
pV q

j,θθθ|n`k,k
pW q.

PROOF. We will prove that Λp contains an interval almost surely conditioned on non
extinction, by proving that it contains an interval with positive probability and similar to the
proof of Theorem 3.4 we use [22, Lemma 3.9] to prove that this implies that the event happens
a.s. conditioned on non-extinction. To prove that our set contains an interval with positive
probability we will prove that Λp contains the interval J pU˚q

θθθ˚ with positive probability, recall
that U˚ and θθθ˚ appeared in the first condition of the theorem. We do this by showing that the
number of retained cylinders in this interval grows exponentially using the large deviation
theorem (see Fact 7.8) and the characterization as sums of independent random variables (see
Lemma 7.9).

Since the random variables Zp.q
n pθθθq only depend on the first n letters of the word θθθ, which

we denote by θθθ|n,we sometimes write Z
p.q
n pθθθ|nq for the random variable. We define the events

A0 :“ tDV P rN s : Z
pU˚q

S˚ pθθθ˚qpV q ą 0u,

Anpθθθq :“ tDV P rN s : Z
pU˚q

S˚`npθθθ˚θθθqpV q ą 0u and An :“
č

θθθPrLsn

Anpθθθq.

If
Ş

nAn happens with positive probability then we are done, since it means that with positive
probability we retain everything in J

pU˚q

θθθ˚ , hence ΛS,p
Ş

J
pU˚q

θθθ˚ “ ΛS
Ş

J pU˚qθθθ˚ which by the
second part of the first assumption contains an interval. Instead of inspecting An however we
inspect another event. Fix 1 ă η ă γ and for θθθ P rLsn¨S θθθ “ θθθ1, . . . ,θθθn (θθθi P rLsS) let

Bnpθθθq :“ tDu P U : Z
pU˚q

S˚`k¨Spθθθ˚θθθ1 . . .θθθkq ě ηku for k ď nu and

Bn :“
č

θθθPrLsn¨S

Bnpθθθq.

Since U does not contain the vector 0 it follows that Bn Ă An¨S , hence also
Ş

nBn Ă
Ş

nAn.
Since Bn`1 Ă Bn we will inspect the following

(7.8) Pp
č

n

Bnq “ lim
nÑ8

PpBℓq

n
ź

k“ℓ`1

PpBk|Bk´1q,

for some appropriate ℓ which we choose later.
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LEMMA 7.10. For all finite ℓ, PpBℓq ą 0.

PROOF. For B0 the statement follows from the first assumption of the theorem (see (7.1)),
since the probability that in the first S˚ level we retain every cylinder is positive, in which case
Z

pU˚q

S˚ pθθθ˚q “ eTU˚Bθθθ˚ ě u˚, and we are done. For Bn we use similar argument, with positive
probability we keep every cylinder until level S˚ ` n ¨ S in which case for every θθθ P rLn¨Ss

we have that ZpU˚q

S˚`Snpθθθ˚θθθq “ eTU˚Bθθθ˚Bθθθ ě uTMθθθ˚ ě γnv ě ηnv for some v P U , by the
repeated application of the second assumption of the theorem.

Now we have to prove that there exists an ℓ such that

(7.9) lim
nÑ8

n
ź

k“ℓ`1

PpBk|Bk´1q ą 0.

To prove that the probability in (7.8) is greater than 0, we consider PpBk|Bk´1q, where Bk

is the complement of the event Bk.

LEMMA 7.11. There exists a 0 ă δ ă 1 such that for all k ě 0

PpBk|Bk´1q ď N2LS¨kδη
k´1

.

Now we prove the statement assuming Lemma 7.11.

lim
nÑ8

n
ź

k“ℓ`1

PpBk|Bk´1q ě lim
nÑ8

n
ź

k“ℓ`1

p1 ´ N2LS¨kδη
k´1

q.

Clearly we can choose ℓ in such a way that the product converges to a non-zero number.

PROOF OF LEMMA 7.11. We will consider the level S˚ ` k ¨ S environments one by one.
For simplicity we denote

hpkq :“ S˚ ` kS

For a fixed θθθ P rLskS , θθθ “ θθθ1 . . .θθθk, (θθθi P rLsS) we denote

(7.10) θθθ´ :“ θθθ1 . . .θθθk´1.

The proof relies on the observation that for a fixed θθθ as above, conditioned on Z
pU˚q

hpkq
pθθθ˚θθθ´q

the number of level k ¨ S individuals (the elements of the vector ZpU˚q

hpkq
pθθθ˚θθθq) can be written

as a sum of independent random variables which are also independent of ZpU˚q

hpkq
pθθθ˚θθθ1q for any

θθθ1 P rLsSpk´1q (see Lemma 7.9):

PpBk|Bk´1q “ PptD1 ď ℓ ď k, Dθθθ P rLsℓS @u P U Z
pU˚q

hpℓq pθθθ˚θθθq ğ γℓuu|Bk´1q

“ PptDθθθ P rLskS @u P U Z
pU˚q

hpkq
pθθθ˚θθθq ğ ηkuu|Bk´1q

ď
ÿ

θθθPrLsS¨k

Ppt@u P U Z
pU˚q

hpkq
pθθθ˚θθθq ğ ηkuu|Bk´1q.

The first equality is the definition on Bk, the second one follows from the meaning of the
condition Bk´1 (that the event cannot happen for ℓ ă k) and the last inequality is just the
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union bound. Fix an arbitrary θθθ P rLsSk, and inspect Ppt@u P U Z
pU˚q

hpkq
pθθθ˚θθθq ğ ηkuu|Bk´1q.

By Lemma 7.9

Z
pU˚q

S˚`Snpθθθ˚θθθqpW q “
ÿ

V PrNs

ÿ

iPX pV q
˚ pθθθ´q

Y
pV q

i,θθθ|hpkq,S
pW q “

ÿ

V PrNs

Z
pU˚q

hpk´1q
pθθθ˚θθθ´qpV q
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q,

where the random variables Y pV q

j,θθθ|hpkq

pW q are independent, distributed according to Z
pV q

S pθθθkqpW q

and independent of ZpU˚q

hpk´1q
pθθθ˚θθθ´qpV q for all V P rN s and θθθ1 P rLsS¨pk´1q (including θθθ´). Re-

call that Bk´1 “ t@θθθ P rLsSℓ Du P U : Z
pU˚q

hpℓq pθθθ˚θθθq ą ηℓu for ℓ ď k ´ 1u, hence conditioned
on Bk´1 for some pv0, . . . , vN´1q “ v P U , we have that
(7.11)

Z
pU˚q

hpkq
pθθθ˚θθθqpW q “

ÿ

V PrNs

Z
pU˚q

hpk´1q
pθθθ˚θθθ´qpV q
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ě

ÿ

V PrNs
vV ‰0

rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q.

For this v and θθθk (by the second assumption of the theorem) there exists (at least one) ru such
that

(7.12) ηk´1vTMθθθk ě ηk´1γruT ,

hence we inspect

P
`

t@u P U , ZpU˚q

hpkq
pθθθ˚θθθq ğ ηkuu|Bk´1

˘

ď P
`

tZ
pU˚q

hpkq
pθθθ˚θθθq ğ ηkruT u|Bk´1

˘

ď
ÿ

WPrNs

ruW ‰0

P
`

tZ
pU˚q

hpkq
pθθθ˚θθθq ă ηkruW u|Bk´1

˘

ď
ÿ

WPrNs

ruW ‰0

P
`

t
ÿ

V PrNs
vV ‰0

rηk´1vV s
ÿ

k“1

Y
pV q

j,θθθ|hpkq,S
pW q ă ηkruW u|Bk´1

˘

“
ÿ

WPrNs

ruW ‰0

P
`

t
ÿ

V PrNs
vV ‰0

rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ă ηkruW u

˘

.

The second inequality follows from the definition of ğ and the union bound, the third is from
(7.11), and the last inequality is the consequence of the independence of the summands from
the condition. Now for W such that ruW ‰ 0 we inspect the event

DW “

"

ÿ

V PrNs
vV ‰0

rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ă ηkruW

*

.

Recall that

Y
pV q

j,θθθ|hpkq,S
pW q „ Z

pV q

S pθθθkqpW q, hence EpY
pV q

j,θθθ|hpkq,S
q “ EpZ

pV q

S pθθθkqpW qq “ MθθθkpV,W q.
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Since
ÿ

V PrNs
vV ‰0

1

γ
vVMθθθkpV,W q ě ruW ,

we get that

DW Ă

"

ÿ

V PrNs
vV ‰0

rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ď ηk

ÿ

V PrNs
vV ‰0

1

γ
vVMθθθkpV,W q

*

Ă
ď

V PrNs

vV Mθθθk
pV,W q‰0

" rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ď ηk

1

γ
vVMθθθkpV,W q

*

,

hence

ÿ

WPrNs

ruW ‰0

P
`

t
ÿ

V PrNs
vV ‰0

rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ă ηkruW u

˘

ď
ÿ

WPrNs

ruW ‰0

ÿ

V PrNs

vV Mθθθk
pV,W q

‰0

P
`

t

rηk´1vV s
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ď ηk´1vV

η

γ
MθθθkpV,W qu

˘

.

The summands here are i.i.d random variables with expectation 0 ă MθkpV,W q, and since
η ă γ, we have η

γMθθθkpV,W q ă EpY
pV q

j,θθθ|hpkq,S
pW qq, hence we can use the large deviation

lemma (Fact 7.8), to get that there exists a 0 ă δpθθθk, V,W q ă 1 such that

P
`

t

rηk´1vms
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ď ηn´1vV

η

γ
MθθθkpV,W qu

˘

ď δpθθθk, V,W qη
k´1vV

ď δpθk, V,W qη
n´1

,

where the last inequality follows from the fact, that vV ě 1 whenever vV ‰ 0.
Let

δ “ max
␣

δpθθθk, V,W q : θθθk P rLsS , V,W P rN s MθθθkpV,W q ‰ 0
(

ă 1.

Then

ÿ

WPrNs

ruW ‰0

ÿ

V PrNs

vV Mθθθk
pV,W q

‰0

P
`

t

rηk´1vms
ÿ

j“1

Y
pV q

j,θθθ|hpkq,S
pW q ď ηk´1vV

η

γ
MθkpV,W qu

˘

ď N2δη
k´1

,

from which we get that

P
`

Bk|Bk´1

˘

ď LS¨kN2δη
k´1

.

This proves Lemma 7.11, and since we already proved the statement assuming the lemma,
this also proves the statement.
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APPENDIX A: MBPRES

This section is the continuation of Section 4, we use the notation from therein. For each
i P rN s and θ P rLs there is an offspring vector random variable

Y
piq
θ “ pY

piq
θ p0q, . . . , Y

piq
θ pN ´ 1qq

which is distributed according to f
piq
θ , i.e.

P
´

Y
piq
θ “ y

¯

“ f
piq
θ rys, for every y P NN

0 .

Now for a fix θθθ P Σ we define
!

Znpθθθq

)

ně0
the N-type branching process in the varying

environment θθθ “ pθ1, θ2, . . . q (sometimes called time inhomogeneous multitype branching
process). We start at level 0, where the number of different types of individuals is deterministic
and is given by z0 :“ pz

p0q

0 , . . . , z
pN´1q

0 q, that is Z0pθθθq “ Z0 :“ z0. Given Z0pθθθq, . . . ,Zn´1pθθθq

we define Znpθθθq as follows.
We consider the sequence of vector random variables

!

Y
piq
j,θn

“ pY
piq
j,θn

p0q, . . . Y
piq
j,θn

pN ´ 1qq : i P rN s, j P t1, . . . ,Z
piq
n´1pθθθqu

)

,

(a)
!

Y
piq
j,θn

)

i,j
are independent of each other and Zn´1, and

(b) Y
piq
j,θn

d
“ Y

piq
θn

.

Informally the meaning of the ℓ-th component, Y piq
j,θn

pℓq of Ypiq
j,θn

is the number of type-ℓ
individuals of level n given birth by the j-th level n ´ 1 type-i individuals.

Then the vector of the numbers of various type level-n individuals is

(A.1) Znpθθθq “ pZp0q
n pθθθq, . . . ,ZpN´1q

n pθθθqq :“
N´1
ÿ

i“0

Z
piq

n´1pθθθq
ÿ

j“1

Y
piq
j,θn

,

where Z
piq
n pθθθq stands for the number of type i individual in the n-th generation.

The corresponding MBPRE is the process Z “ tZnu8
n“1 satisfying that for each environ-

ment θθθ chosen according to the measure ν and for each z0,z1, . . . ,zk P NN
0 ,

PpZ1 “ z1, . . . ,Zk “ zk|Z0 “ z0,V “ vq “ PpZ1pθθθq “ z1, . . . ,Zkpθθθq “ zkq a.s.

We write P p¨q and E p¨q for the probabilities and expectations in random environments. For
each θ P rLs the N ˆ N expectation matrices are

(A.2) Mθpi, jq “ EpY
piq
θ pjqq, i, j P rN s.

APPENDIX B: HIGHER DIMENSIONS

The IFS. We consider the d-dimensional IFS—analogously to the one dimensional (3.1)—
of the following form:

S :“

"

Sipxq :“
1

L
x ` ti

*M´1

i“0

, Si :Rd Ñ Rd,(B.1)

L P Nz t0,1u , ti P Nd, Dh P N, L ´ 1|h, @j P rds0 “ min
i

tipjq, h “ max
i

tipjq.(B.2)
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We denote I “ r0, h
L´1Lsd, and for i1, . . . , id P rh{pL ´ 1q ´ 1s

(B.3) J pi1,...,idq :“ ri1 ¨ L, pi1 ` 1q ¨ Ls ˆ ¨ ¨ ¨ ˆ rid ¨ L, pid ` 1q ¨ Ls.

Now we consider the natural measure as in (3.4), and those intervals J pi1,...,idq for
which νpJ pi1,...,idqq ą 0. We arrange them in lexicographical order to get the basic cubes
J p0q, . . . , J pNq analogously to the one-dimensional case. The vertex of J pkq closest to the
origin is denoted by bk “ pbkp0q, . . . , bkpd ´ 1qq. We consider the Ld-adic cubes inside the
basic cubes, arranged in lexicographical order: For pθ0, . . . , θn´1q “ θθθ P rLdsn we consider
pprθ0p0q, . . . , rθ0pn ´ 1qq, . . . , prθd´1p0q, . . . , rθd´1pn ´ 1qqq “ rθθθ P prLsnqd such that for i P rns

θi “ Ld´1 ¨ rθ0piq ` ¨ ¨ ¨ ` rθd´1piq “
řd´1

k“0L
kθd´1´kpiq. Then

(B.4) J
pNq

θθθ “

d´1
ą

k“0

«

bkpkqL `

n
ÿ

ℓ“1

rθkpℓqL´pℓ´1q, bkpkqL `

n
ÿ

ℓ“1

rθkpℓqL´pℓ´1q ` L´pn´1q

ff

We can again describe these systems using the matrices from (3.7), namely for θ P rLds and
i, k P rN s,

(B.5) Bθpi, kq :“ #
!

ℓ P rM s : SℓpJ
pkqq “ J

piq
θ

)

.

The randomization of such sets happens just as in Section 3.2 for a given parameter
p P p0,1s and S as above. We refer to the resulting random IFSs as d-dimensional CISSIFSs,
and will denote the particular attractors by Λ

pdq

S,p. Again the corresponding expectation matrices
Mθ “ p ¨ Bθ .

The three main statements of the paper holds in higher dimensions.

PROPOSITION B.1. Consider the attractor ΛS,p of the d-dimensional CISSIFS and the
corresponding N ˆ N expectation matrices M “ tM0, . . . ,MLd´1u (B “ tBi “ p´1Miu).
Assume that they are good in the sense of Definition 3.2 with respect to the uniform measure
(ν “ pL´d, . . . ,L´dqN) on Σ “ rLdsN. Denote λ the Lyapunov exponent of B with respect to
ν.

Then

1. the conclusions of Theorem 3.4 hold for a positive constant multiple of the d-dimensional
Lebesgue measure.

2. Proposition 6.2, describing the almost sure empty interior holds.
3. Proposition 7.1, describing the existence of an interior point in the attractor holds.

PROOF. The proof agrees almost character to character agrees to the ones in the one-
dimensional case.

REMARK B.2. Here we only consider the question of existence of interior points, however
in higher dimensions it is a different question whether the attractor is totally disconnected
or not, which question we do not address here. However, in case of the example above it
is clear that if p is big enough then there exists a curve connecting the left and the right
wall with positive probability, since the system contains the 2 ˆ 2 Mandelbrot percolation
as a subsystem, which is known to percolate with positive probability for large enough p
(for the current best bound see for example [5]). We can ask the usual questions regarding
percolation in 2-dimensional CISSIFSs, the first natural one is if it is true that the set either
percolates with positive probability or is totally disconnected with probability one (conditioned
on non-extinction). Another, general question is the almost sure Hausdorff dimension (which
agrees to the box-dimension by [24, Theorem 3.5]) of such sets.
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Figure 4: On the first figure the first level approximation of the IFS in Example B.3 is depicted.
The ttiu

9
i“1 translations are denoted by black points on the figure. On the second and third

the level 6 approximation of the random set with parameter p “ 0.7 is shown. On the first the
darkness depicts the number of cylinders covering a given square, on the second everything
that is retained up to the 6-th approximation is black.

EXAMPLE B.3 (Overlapping Mandelbrot percolation). The following is one of the
simplest 2-dimensional examples.

(B.6) S “

!x

2
` ti

)9

i“1
,

where ti runs through the set t0,1,2u2.

LEMMA B.4. In the Overlapping Mandelbrot percolation example (Example B.3) we get
the following bounds:

• Λp contains a ball almost surely conditioned on non extinction if and only if p “ 1.
• When p ą 0.993 then by [5] the set contains a curve which connects the left and right
walls with positive probability.

• When p ą 0.7712 then the set has positive two dimensional Lebesgue measure almost
surely conditioned on non-extinction.

In this case N “ 4, and the corresponding matrices are:

B0 “

»

—

—

–

1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1

fi

ffi

ffi

fl

, B1 “

»

—

—

–

1 1 0 0
0 1 0 0
1 1 1 1
0 1 0 1

fi

ffi

ffi

fl

, B2 “

»

—

—

–

1 0 1 0
1 1 1 1
0 0 1 0
0 0 1 1

fi

ffi

ffi

fl

, B3 “

»

—

—

–

1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1

fi

ffi

ffi

fl

.

All of them are allowable. Since the spectral radius of B0 “ 1 it follows that the lower spectral
radius can only be exactly equal to 1 (since the matrices are all allowable, hence their product
as well, and are non-negative integer matrices), hence whenever p ă 1 the interior of the
attractor is almost surely empty. We inspect the positivity of the Lebesgue measure. We only
give a crude estimation for the Lyapunov exponent, to show that λ ą 0, implying that there
exists an interval where no interior point exists but the Lebesgue measure is positive. For this
we use a Theorem of Hennion ([13, Theorem 2]) according to which the Lyapunov exponent
λ “ limnÑ8 logpMθ1 . . .Mθnq˚{n, where pBq˚ is the smallest column sum of the matrix
B. We estimate λ, by using the fact that for all B1,B2 non-negative, allowable matrices
pB1 ¨ B2q˚ ě pB1q˚ ¨ pB2q˚. From this it follows that

λ ě lim
pk¨mqÑ8

1

k ¨ m
log

“

pMθ1 ¨ ¨ ¨Mθmq˚ ¨ ¨ ¨ pMθpk´1qm`1
¨ ¨ ¨Mθk¨m

q˚

‰

.
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This, by the law of large numbers tends to 1{mEpαmq, where the random variable αm “

logpMθ1 . . .Mθmq˚, where θ1 . . . θm is chosen uniformly from r4sm.
In particular for m “ 2 it can be calculated (using for example Wolfram Mathematica)

that Ppα2 “ 0q “ 1{4, hence Epα2q{2 ě p3 log 2q{8 ą 0. This gives the estimation for the
critical value above which the Lebesgue measure is positive almost surely conditioned on non-
extinction p˚ ď 0.7712. Using larger m we can possibly get a better estimation for the critical
value p˚, so that for p ą p˚ ΛS,p has positive Lebesgue measure almost surely conditioned on
non-extinction.
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